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PREFACE

The TOPS-20 System Manager's Quide is witten for the person who is
responsi bl e for establishing policies and procedures for a timesharing
and/ or batch processing installation using the TOPS-20 Operating
System Usually, this person is responsible for setting up and
mai ntaining both the system hardware and software. The Site
Managenent CGuide, the TOPS-10/TOPS-20 Operator's Hardware Devi ce and
Mai nt enance Qui de, and the TOPS-20 Operator's Quide provide you and
your operations people with the necessary information to maintain your
system hardware. These three nanuals are referenced throughout this
gui de.

This guide deals primarily with your system software. It contains
general suggestions for planning the installation of your software and
for setting up your conputer room to begin operations. The guide

contains hints and suggestions for your system s operation, including
when, and many tinmes why, particular functions or procedures should be

consi der ed. It assunes that your system operator is responsible for
i mpl erenting many of the decisions you nake. In nost cases, where
| engt hy i mpl ementation procedures are required, the appropriate

reference is noted

Chapters 1 and 2 descri be the docunentation, system |ogs, and
special forms that you should have available to
you, and in sone cases, to system users.
Chapter 2 also includes prelinmnary planning
functions that you can do before the software
is installed.

X



Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Chapter 8

describes the systemdirectories and files that
your system contains imediately after you
install the software. It also describes the
mechani sns you can use to change the installed
TOPS- 20 batch systemand to test the integrity
of your newy installed or updated system In
addition, it describes requirenents for renote
printing and for printing on devices attached
to termnals.

descri bes using your disk-pack and disk-drive
resources to set up disk structures in a way
that best suits your installation's needs. It
al so includes guidelines for deternmining the
avai | abl e di sk space that you have to create
user directories.

descri bes creating and naintaining directori es.
It includes a detailed description of the three
nmet hods of administration you can choose from
to control the creation and naintenance of
directories. It describes howto use directory
and file protection codes to expand or limt
the type of access users can have to
directories and files, and howto place users
and directories in groups so that users can
share files.

descri bes the TOPS-20 accounting facility. This
description i ncl udes how to choose an
accounting scheme, how to create accounting
files, and how to set the systemto begin
val i dati ng accounts.

descri bes backing up your disk structures onto
magnetic tape soon after software installation.
It r ecomrends the supplies needed and
procedures that you should followto save all
your directories and files on a daily basis,
and how to create a systemcrash tape in the
event of a major problemwith the file system

descri bes how you can use magnetic tapes to
store inportant files (file archiving) and to

save val uabl e di sk space by copyi ng
infrequently accessed files to tape (file
mgration). It also describes how to give

control of tape drive usage to the system and
the operator (tape drive allocation), and how
to set wup your system to use |abeled tapes
(tape | abeling).



Chapt er

Chapt er

Chapt er

Chapt er

Chapt er

9

10

11

12

13

descri bes the procedures you nust follow in the
event that you have a problemwth the file
system or that a user has lost the files in a

directory. It also describes using your system
crash tape and vyour daily backup tapes to
resolve these problens. In addi ti on, it

describes how to prevent "offline" disks from
hangi ng user jobs, and discusses dunpi hg nenory
for nonfatal systemerrors.

descri bes the tuning mechanisns that allow you
to change the behavior of your system Each
description includes why you nay want to use a
particul ar nechanism howto use it, and the
effects it nay have on your system

descri bes the access control nechanisms that
you can use to alter system policy decisions or
to i ncrease security against unauthorized
systemuse. This chapter includes the type of
policy changes you may want to nmake at your
installation.

describes the Commopn File System a software
feature of TOPS-20. This chapter discusses the
rules, options, and restrictions associated
with sharing files anobng systens.

describes the Local Area Transport (LAT)

software, for wuse wth termnal servers in
Et hernet | ocal area networks

Xiii



The follow ng conventions and synbols are used throughout this guide:

Convent i on/ Synbol

n_

UPPERCASE

| ower case

underlini ng

0

<RET>

<ESC>

CTRL/ key

Description

n refers to the | atest version of a particular
file, for exanple, 7-CONFIG CVD

In user i nput representations, indicates
information that nust be entered exactly as
shown.

In user i nput representations, indicates
variable information that is determ ned by you.

Indicates the information that you nust type at
your term nal

In user input representations, encloses guide
word information. Pressing the ESCAPE or
ALTMODE key on your term nal causes gui dewords
to be printed by the conputer.

I ndi cates you should press the RET or RETURN
key on your termnal. Unless otherw se noted

pressing RETURN terninates all command or input
strings.

I ndicates vyou should press the ESC key on your
ter m nal

I ndi cates you shoul d press the CTRL key on your
terminal. The CTRL key is always wused in
conjunction with another key, for exanple,
CTRL/ Z.



CHAPTER 1

DOCUMENTATI ON

Section 1.1 describes the docunentation provided by DIGTAL and
recomends the manuals wth which you should be famliar to manage
your system Section 1.2 describes addi ng your own docunentation, for
exanpl e, special forns, to the docunentation you receive from D G TAL.
Be sure you have all avail abl e docunentati on convenient to your system
users.

1.1 DOCUMENTS AVAI LABLE FROM DI G TAL

Al'l docunentation for the TOPS-20 Operating Systemis contained in the
TOPS- 20 Software Not ebook Set. This notebook set contains information
pertaining to the nost recent version of TOPS-20. It is organized
functionally to facilitate referencing nmanuals. Each manual contains
cross references to other manuals within the set that further explain
a subj ect.

Thi s manual assunmes that you are famliar with sone of the manuals in
the notebook set. In particular, vyou should be fanmliar with the
information in the TOPS-20 Operator's Quide, the TOPS-20 User's Cuide,
the DECSYSTEM 20 Technical Summary, the TOPS-10/ TOPS-20 Qperator's
Har dwar e Devi ce and Mai nt enance Quide, and the TOPS-20 KL10 Mdel B
Installation Guide.

Any additional docunents that you need depend on the configuration of

your system For example, if your system has |IBMenulation and
term nation (DNxx), you shoul d be fam liar W th t he | BM
Ermul ation-Termination Manual. It includes installation procedures and
descriptions of the operator and user interfaces. |If your system has

DECnet, you should be fanmliar with the various DECnet-20 manuals. |If
you are using LAT terminal servers in an Ethernet |ocal area network,
refer to the docunentation that is provided with LAT termi nal servers,
in addition to chapter 13 of this manual.

In addition to the TOPS-20 Software Notebook Set, you receive the
TOPS-20 Beware File Listing. It is distributed with the software
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installation and distribution magnetic tapes. Before installing a new
version of the software on your system read the Beware File. It
contains last-mnute changes to the software that have not been
docunmented, and hints or suggestions for installing or using the new
sof t war e.

Wth each new system you should also receive two stand-alone
docurments, which are docunments not included in the notebook set.
These manual s assist you in 1) preparing your site for the hardware
installation, the Site Preparation Qide, and 2) naintaining and
reporting problens about your systemis software and hardware, the Site
Managenent Cui de.

NOTE
Your Sal es Representative delivers t he Site
Preparation Qui de, and your Field Service

Representative delivers the Site Managenent GCuide.

This manual (the TOPS-20 System Manager's Quide) deals primarily wth
installing and nmaintaining the software on your system Therefore, it
is assuned that you have already used the Site Preparation Quide to
install your system hardware.

The Site Managenent QGuide is designed for use by both you (along wth
your operations people) and your Field Service Representative. You

shoul d begin using this manual imediately after vyou install your
har dwar e. It contains schedul es, procedures, and |ogs for recording
and evaluating all information pertinent to the operation and care of
the system The nmanual belongs to DIGTAL, but it is kept and
mai ntai ned at your conputer site. For added conveni ence and
organi zation, many system managers keep all their inportant system
information in the sane binder as the Site Managenent Cuide. For
exanpl e, they keep systemlogs and operator shift change infornmation
in the sane binder, along wth other special forms. Section 1.2

descri bes several forns that you may include in a system | og book or,
as suggested here, in the Site Managenent Guide.

DI G TAL places a major enphasis on the docunentation provided to its

custoners. The Software Publications Departnment continues to solicit
suggestions for inprovenent and corrections from the wusers of its
docunent ati on. Encourage users to coment on the manual s you receive

with your system For convenience, a Reader Comment Form is |ocated
at the back of each nanual

1.2 DOCUMENTS PREPARED AT YOUR | NSTALLATI ON

Sections 1.2.1 through 1.2.5 describe sone forns that may be useful at
your installation. A sanple formis provided in each section.
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1.2.1 System Log

Every systemnust have a system log for recording problens and
procedures relating to both hardware and software. Al operators and
system progranmers should record the following types of activities in
the log, along with the date, tinme, and their nanes:

0 System backup procedures

0 Beginning and ending of tinmesharing (for exanple, the tines
the systemwas started and stopped for preventive mai ntenance
or repair)

0o Problens in hardware or software AND the actions taken to
correct the problens (always save the CTY (operator termnal)
out put or copy of the typescript)

o New or revised software installed

0 New users or changes to existing user data or directories

0 New structures or changes to existing structures

Most system problens are easier to solve (and, hence, less costly) if
you keep an accurate record of all activities. The Site Managenent

Qui de has a section set aside for system log information. Thi s
section contains preprinted forns that you can use to record system
log information, or you can design your own forms. You can store

these forms in the Site Managenent Quide or in a separate binder.

You shoul d design your log so that it is easy to use and read.
Renmenber, you are likely to have the nobst problenms when the systemis
new, so NOWis the tine to start using the 1og. The following two
pages contain sanple left- and right-hand pages of a | og book. The
| eft-hand page (Figure 1-1) contains information concerning hardware
mai nt enance; the right-hand page (Figure 1-2) is a problemreport,
cont ai ni ng:

o The tinme of the entry

o A"Y'" or "N' answer to whether the systemhad to be rel oaded

o0 The name of the person nmaking the entry

o A few words describing the nature of the activity

0 Arecord of calls to Digital Field Service (F/'S)

0 A description of the device or program causing the problem

0 Remarks about the entry
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DATE

MAI NTENANCE PERFORVMED

SYSTEM LOG

Sanpl e System Log (Hardware Maintenance)

Figure 1-1:
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Sanpl e System Log (Probl em Report)

Figure 1-2:
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1.2.2 Mouuntable Structure Sign-Up Log

In addition to keeping the system|og, you should also record requests
from users to nount structures. (Chapter 4 describes howto set up
and use structures.) Wthout a formal scheduling procedure, sonme users
may nonopolize the use of a structure and frustrate other users, who
do not have the opportunity to nmount and use their structures, usually
because there are no disk drives available. To avoid this situation,
set up a procedure whereby users informthe operator when they need to
use a structure. The operator can then schedule the length of tine
specified on the request log. On a busy day, when nmny users are
issuing nount requests for structures, the operator checks the | og
before granting or denying the nount requests. This scheduling allows
you to service many requests for nmounting structures in a fair and
orderly manner. The sanple nountable structure sign-up log shown in
Figure 1-3 contains:

0 The schedul ed mounting tine

0 The scheduled tinme needed to use the structure
0o The actual tine the structure was nounted

0o The actual tine the structure was renpved

o0 The nanme of the user who initiated the request
0 The structure nanme (or pack |D)

0 A colum for any special instructions or notes

Renmenber that this log is only a sanple; you should design a formthat
best suits your own requirenents.

1.2.3 System Access Request Form

Sonme installations have many users requesting access to the systemfor
the first tinme. You need standard information fromthese users before
you can process their requests and create directories for them For
exanpl e, you nmrust know which systemthey need to access (if you have
nore than one systen), their nanes, selected passwords, departnents,
accounts, etc. You can organize these requests by providing a System
Access Request Formthat is kept in an easy-to-access area, perhaps
outside the conputer room You can require signatures of departnent
managers on the access formto ensure that prospective users have
approval to charge conputer usage to accounts. Figure 1-4 is a sanple
of a system access request form

If you are using CFS-20 software, refer to Chapter 12, The Common File
System for further considerations in assigning users to systens.
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Sanpl e Mountabl e Structure Sign-Up Log

Figure 1-3:
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SYSTEM ACCESS REQUEST

SYSTEM NANE: DEPT. :
YOUR NAME: ACCT. :
PRQJIECT:
PERM ACCESS? _ YES ____NO (FROV TO )
SUPERVI SOR: MGER:
S| GNATURE S| GNATURE

DI RECTORY NAME (1-39 CHAR. ):

PASSWD. : DIR PROT. (DEF.777700) | __| OTHER
*DO YOU REQUI RE PRI VILEGES ON THE SYSTEM? | _ | N |__| Y (TYPE )
DO YOU WANT TO CREATE SUBDIRS.? | _| N|__| Y (HONMANY? __ MAX. = 8)
DO YOU WANT TO BE IN A GROUP W TH OTHER USERS OR DI RECTORIES? |__| N
| | Y (NAME OF USER(S) OR DIR (S): )

BRI EFLY DESCRI BE THE TYPE OF WORK YOU W LL PERFORM FOR EXAMPLE,
CREATI NG AND EDI TI NG FI LES, APPLI CATI ONS PROGRAMM NG, COVPI LER
PROGRAMM NG, ETC.

OPERATI ONS USE ONLY

DR PASSWVD. STRUCTURE WORKI NG QUOTA PERM QUOTA
USER GROUP DR GROUP ACCQOUNT
SUBDI RECTCORI ES SCHED. CLASS PRI VI LEGES DATE CREATED
COMVENTS:

*MJUST BE APPROVED BY OPERATI ONS MANAGEMENT

Figure 1-4: System Access Request

1-8



DOCUMENTATI ON

1.2.4 Operator Wrk Request Form

You may want a form that allows wusers to request work from the

oper at or. Exanpl es of requests nade to the operator are initializing
tapes, transferring files between systens, and nmking changes to
directories. You should set wup a procedure for handling these

requests. Figure 1-5 is a sanple of an operator work request form

1.2.5 Operator Shift Change Log

You may want to set up a binder to contain operator shift change
i nformati on. Each operator records new procedures, or special
instructions that the incom ng operator needs to know. The incomng
operator reads the operator shift |og before starting the new shift.
For exanple, the first shift operator changes the procedure for
storing tapes, and records the new procedure in the shift change | og.
The information in the shift change | og should not concern problens
with the system but should contain inportant information about the
systemor the conputer room The inconing operator still reads the
system | og book to determ ne the status of the system and any probl ens
that have occurred during the previous shift. Figure 1-6 is a sanple
of an operator shift change | og.
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OPERATOR WORK REQUEST

I
NAIVE: | | NAME OF SYSTEM
DI RECTORY NANME: | | PRI ORI TY: NORNAL RUSH
DATE SUBM TTED: | | DEPT. NO. :
PHONE EXT. : | | ACCOUNT:
|

] I I
| JOB 1 | INPUT |C1JTPUT _____ DCNE|INSTRUCTIC]\IS:
| | | |

| | [

| |

| | [

| |

| | [

| |

| | [

| |

| |
I I I
| JoB2 | INPUT |outPUT DONE | | NSTRUCTI ONS:
| | | |

| | [

| |

| | [

| |

| | [

| |

| | [

| |

| |
OPERATOR: OPERATOR COMMVENTS:
SYSTEM

DATE COWVPLETE:

Figure 1-5: Operator Wrk Request
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COMMVENTS

OPERATOR SHI FT CHANGE LOG

Operator Shift Change Log

Fi gure 1-6:
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CHAPTER 2

PREPARI NG FOR SOFTWARE | NSTALLATI ON

You can establish many of the policies and procedures for your
conmputer site before you install the software. It nay help you later
if some of the prelinminary decisions and preparations are done before
you begin setting up the system and handling requests fromusers. The
following suggestions for preparing your installation are not
al |l -incl usive. Sone TOPS-20 installations have specific requirenents
or restrictions that are not considered here. You can use this |ist
as a guideline for the types of decisions you can make in the early
stages of setting up your conputer site.

2.1 SECURI NG THE COVPUTER ROOM

Sel ect the type of conmputer room security you need and a nmethod of

enf or cement . Many system managers do not all ow non-operations peopl e
to enter the conputer room Establish an open- or cl osed-door policy,
and notify wusers of your policy. I f you decide on a cl osed-door

policy, notify users of the procedures that they should use to contact
you (or the operator) and to submit their job requests.

2.2 HANDLI NG USER REQUESTS

Det er mi ne how user requests will be handled. You can handle jobs on a
first-cone basis, or on a priority basis. You can set up request
boxes outside the conputer roomthat the operator checks regularly.
You can also establish a location where users can |eave disks and
tapes for the operator to nmount. Post a sign-up sheet so that wusers
can specify the time they need the tape or disk mounted. Chapter 1
descri bes sanmple forns that can be completed by users to request
initial access to the systemand to request that work be done by the
oper at or .
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2.3 ORDERI NG SUPPLI ES

Assign soneone the responsibility for ordering paper suppl i es,
ri bbons, cards, and nmagnetic tapes. Chapter 7 provides an estinmate of
the nunber of tapes you should have to begin a backup procedure
imediately after vyou install the software. Be sure you have enough
CTY (operator terminal) and |ine printer paper to begin operations.

2.4 SCHEDULI NG OPERATCOR TASKS

The operator perfornms tasks either on a regular basis or on an
as-needed basis. Deci de which operator tasks will be performed on a
regul ar schedul e. Be sure to include hardware, software, and
docunentation related tasks. These regularly schedul ed tasks can be
perforned daily, weekly, or nonthly.

The following lists are sanples of hardware- and software-rel ated
tasks that your operator may perform

Har dwar e- Rel at ed Tasks

Regul ar Schedul e As- Needed Schedul e
Cl ean tops of disk drives. Repl eni sh paper in the |line
printer.
Cl ean nagnetic tape drives. Renove reports from the line

printer and distribute (perhaps
to nmail boxes).

Vacuum line printer to remove Repl eni sh paper in operator's
paper chad. consol e.

Load nount abl e structures Physically | oad and unl oad
according to a schedul e. magnetic tape and di sk drives.
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Regul ar Schedul e As- Needed Schedul e

Sof t war e- Rel at ed Tasks

Bring

up system after weekly Bring up systemafter a crash.

mai nt enance.

Run schedul ed batch production Maintain the batch systemfor

j obs.

users.

Save the contents of disk on Save special disk areas on
magnetic tape. magneti c tape.

Create

a system "crash" tape Restore selected user di sk

for backup. areas as needed.

Run the SPEAR program for daily Interact with users.

error anal ysis.

Subnit a daily control file for Create and updat e user
accounti ng. directories.

Create the Message-of-the-Day Moni t or di sk space.

with the MAIL program

Establish a |l ocation for keeping the hard-copy output from the CTYV.
Your Field Service Representative needs this information if you have
problens with your system Have the operator tear off the copy and
store it daily.

Docunent ati on-rel at ed tasks i ncl ude:

(0]

(0]

Chapt er

keeping a hand-witten |l og of systemactivities (System Log)

recordi ng operator shift change information (Operator Shift
Change Log)

coordinating the nmounting and disnounting of structures
(Mount abl e Structure Sign-up Log)

1 describes creating a systemlog, an operator shift change

| og, and a nobuntable structure sign-up |og.
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2.5 SELECTI NG SYSTEM FEATURES

Determ ne the systemfeatures you want to enable during software
installation. Wen you install the software, you create a file called
n-CONFI G. CMD. This file is read by a start-up program (n-SETSPD) when
the systemis started for the first tine and each subsequent tine that
you reload and start the system The n-CONFIG CVD file defines the
line speeds for your termnals and nany system paraneters. Most of
the deci sions you nust nmake concerning the paraneters in this file are
described throughout this manual. As you read each chapter, you can
list the paraneters that you want to place in the n-CONFIGCMVMD file.
Many system nanagers choose to introduce new pieces of software
slowly. Therefore, you may want to disable sonme of the paraneters
until you have run the new software for awhile. You can edit the
n-CONFI G CVMD file to add new software features to the system You
should edit the file at a convenient tine before you reload the
system Then, when the systemrestarts, the new software features are
enabl ed.

NOTE

The oper at or can run t he n- SETSPD program
interactively during tinesharing to override nany of
the n-CONFI G CVD options, as described in the TOPS- 20
Qperator's Cuide.

Chapters 3 through 13 describe setting up and nmi ntai ning your system
Read t hese chapters thoroughly. They contain inmportant information to
hel p you mmke decisions both before and after you install the
sof t war e.
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AFTER SOFTWARE | NSTALLATI ON

3.1 OVERVI EW

After you install the TOPS-20 software, your systemcontains all the
directories and files necessary for you to start preparing for
timesharing and batch processing. This chapter descri bes t he

directories, files, and systemlogical nanmes created during software
installation. Also included are suggestions for creating additional
directories and | ogical nanes to assist you and system users.

3.2 SPECI AL SYSTEM DI RECTORI ES

You initialize the file systemduring software installation. At this
time, the system automatically creates nine directories on the disk
that you defined as the systemstructure. These directories are:

<ROOT- DI RECTORY>
<SYSTEM>
<SUBSYS>

<NEW SYSTEM>
<NEW SUBSYS>
<ACCOUNTS>
<OPERATOR>
<SPQOCOL>

<SYSTEM ERROR>

Sections 3.2.1 through 3.2.7 describe these directories and their use.
Section 3.2.8 describes additional directories you can create and how
they are useful.

Chapter 5 also describes creating directories and discusses the
structure of directories.
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3.2.1 <ROOT- DI RECTORY>

The <ROOT- DI RECTORY> contains a separate file for each first-I|evel
directory on the systemstructure as foll ows:

STR: <ROOT- DI RECTORY>

I |
STR: <SYSTEM> ... STR <SUBSYS> ... STR <Dl RECTORY>

(where STR is the nane of the structure).

The <ROOT-DI RECTORY> is the npbst inportant directory created. W thout
it, directories and files cannot be accessed. You nust NEVER nodify
this directory. The system nmintains a backup copy of
<ROOT- DI RECTORY> that can be accessed if the original copy is
destroyed. (Refer to Section 9.3, RESTORI NG <ROOT- DI RECTORY>. )

Each structure you create in addition to the system structure has a
<ROOT- DI RECTORY>. The <ROOT- DI RECTORY> on any structure points to all
the first-level directories created under the <ROOT- DI RECTORY>.

After you install the software, give the DI RECTORY conmand for
<ROOT- DI RECTORY>. The out put on your term nal appears simlar to the
exanpl e bel ow. Note that each directory is a file in t he
<ROOT- DI RECTORY>. The differences between this list and the one on
your terminal depend on the nodel systemyou have and the type of
unbundl ed software you have purchased.

$DI RECTORY (OF FILES) STR <ROOT- DI RECTORY><RET>

STR: <ROOT- DI RECTCORY>
ACCOUNTS. DI RECTORY. 1
BACKUP- COPY- OF- ROOT- DI RECTORY. | MAGE. 1
BOOTSTRAP. BI N. 1
DSKBTTBL. . 1
FRONT- END- FI LE- SYSTEM BI N. 1
| NDEX- TABLE. BI N. 1
NEW SUBSYS. DI RECTCRY. 1
NEW SYSTEM DI RECTCRY. 1
OPERATOR. DI RECTORY. 1
ROOT- DI RECTORY. DI RECTORY. 1
SPOOL. DI RECTCRY. 1
SUBSYS. DI RECTCORY. 1
SYSTEM DI RECTCRY. 1
SYSTEM ERROR. DI RECTCRY. 1
UETP. DI RECTORY. 1

Total of 14 Files
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3.2.2 <SYSTEM-
The directory <SYSTEM> contains data and programfiles that the system

uses during nornal operation. Table 3-1 lists many of the files that
appear in this directory.

Table 3-1: <SYSTEM> Fil es

Fil e Name Expl anat i on

ODUMP11. BI N Contains a dunp of front-end nenory
after the front end crashes.

2060- MONBI G. EXE The small est runnabl e non- ARPANET
noni t or.

2060- MONVAX. EXE The | ar gest runnabl e non- ARPANET
noni t or.

n- CONFI G. CMD Contains definitions of |ine speeds,
system logical nanes, printer VFU
files, magnetic tape logical unit
nunmber s, DECnet par anet ers, and
addi ti onal syst em dependent

paranmeters. These system paraneters
are set every tinme the systemstarts.
The value n equals the | atest rel ease

of TOPS- 20.
n- PTYCON. ATO Contains the commands that are given
automatically at t he operator's

console every tine the system starts.
You may nodify this file to suit your
own installation. The value n equals
the | atest rel ease of TOPS-20.

n- SETSPD. EXE Program that reads the n-CONFIG CVD
file and sets up the paraneters that
it contains. The value n equals the
| atest rel ease of TOPS-20.

n- SYSJOB. EXE Programthat runs in a process created
by the nonitor and takes comands from
the file n-SYSJOB.RUN. The value n
equal s the | atest rel ease of TOPS- 20.
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Table 3-1: <SYSTEM> Files (Cont.)

Fil e Nane

n- SYSJOB. RUN

ACCOUNTS- TABLE. BI N

AN- MONBI G. EXE

AN- MONDCN. EXE

AN- MONVAX. EXE

BUGS. MAC

CHECKD. EXE

COVAND. CVD

DEVI CE- STATUS. BI N

DUMP. CPY

DUMP. EXE

ERRMES. BI N

EXEC. EXE

Expl anati on

Cont ai ns conmands t hat SYSJOB
processes. The value n equals the
| at est rel ease of TOPS-20.

Contains the information necessary to
val i dat e accounts.

The snal | est ARPANET tinesharing
noni t or.

A nmonitor that includes ARPANET and
DECnet .

The | ar gest ARPANET ti mesharing
noni t or.

Contains a list of all BUGHLT, BUG NF,
and BUGCHK nessages.

Program that creates structures and
checks fil e-system consi stency.

An installation-specific systemi de
COVAND. CVD fi l e.

Contains status information for tape

drives, di sk drives, and di sk
structures. It is mai ntai ned by
MOUNTR

Contains a copy of main nmenory at the
time of the last systemcrash. It s
copied from DUW.EXE to nmintain a
history of <crashes. This file is

witten by the n-SETSPD program when
the systemis rebooted

Contains a copy of main nenory at the
time of the last systemcrash. You
must have this file to get a system
dunp after a crash.

Cont ai ns bi nary system error messages.

The TOPS-20 Conmand Processor.
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Table 3-1: <SYSTEM> Files (Cont.)

Fil e Nane

FEDDT. EXE

HOSTS. TXT

| NTERNET. ADDRESS

| NTERNET. GATEVWAYS

| NTERNET. NAMESERVERS

| PALOD. EXE

KNI LDR. EXE

LOG N. CvD

LOGOUT. CVD

MONI TR. EXE

MONNAM TXT

PROGRAM NAME- CACHE. TXT

REAPER. CVD

Expl anati on

A DDT programused for debugging the
front end.

Defi nes ARPANET host names and their
nunber transl ations.

Defines the systemis TCP/IP address
for AN20, Cl 20, and NI A20 interfaces.

Def i nes t he network gateways for
reachi ng host syst ens on renote
net wor ks.

Li sts nanme server hosts.

Program that | oads the Cl 20 m crocode.
(The mcrocode is contained in the
file.) After t he | oadi ng has
conpl eted, TOPS-20 starts the Cl.

Pr ogram t hat | oads t he NI A20
m crocode. (The microcode is contained
in the file.) It is run automatically
at systemstartup to start the N .

An installation-specific systemii de
LOG N.C\VD file.

An installation-specific systemi de
LOGOUT. CMVD fi l e.

The current nonitor.

Contains the nonitor nane printed at
t he begi nning of the system greeting
line.

Contains a |list of the prograns that
shoul d be | oaded into the program nane
cache. Read by the MAPPER program

Contains a list of default conmands to
REAPER. The REAPER programreads this
file each tinme it is run.



AFTER SOFTWARE | NSTALLATI ON

Table 3-1: <SYSTEM> Files (Cont.)

Fil e Name Expl anati on

RSX20F. VAP Cont ai ns synbol locations for the
front-end processor. It is used by the
FEDDT program

SYSJOB. HLP Contains informati on about the SYSJOB
program

SYSTEM CMVD Contains OPR comuands and is read by
the OPR program at system startup.

TAPNAM TXT Text file t hat cont ai ns t he
instal |l ation identifier t hat is
witten on VOL1 |abels for | abeled
t apes.

TGHA. EXE Program that anal yzes and corrects MOS
nmenmory probl ens.

TGHA. HLP Contains information about the TGHA
program

TOPS- 20. DCC Text file t hat contains sumary
informati on about the |atest rel ease
of TOPS- 20.

3.2.3 Restoring the Directory <SYSTEM>

If the contents of <SYSTEM> are accidentally lost or destroyed, you
can restore the directory fromthe TOPS-20 Installation Tape or your
| at est system backup tape. (Refer to Chapter 7 for information about
creating system backup tapes.) Use the procedure belowto restore
<SYSTEM> directory. |If you have enabled tape drive allocation, use
the MOUNT command instead of the ASSIGN command. (Refer to Section
8.3 for information about using tape drive allocation.)

1. Mouunt the appropriate tape (in this exanple, it is on drive
MTAQ: ) .

2. Gve the follow ng commands at your termninal.

@NABLE ( CAPABI LI TI ES) <RET>
$ASSI GN (DEVI CE) MTAQO: <RET>

$SKI P (DEVI CE) MTAO: 4 FILES <RET>
$RUN ( PROGRAM) MTAO: <RET>
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DUVPER> TAPE (DEVI CE) MIAO: <RET>
DUVPER> RESTORE ( TAPE FILES) DSK*:<*>*.*.* (TO) <SYSTEM> <RET>

DUMPER TAPE #1 , , FRI DAY 1-NOV-88 330
LOADI NG FI LES | NTO <SYSTEM>

END OF SAVESET
DUVPER>EXI T <RET>
$

3.2.4 <SUBSYS>

The directory <SUBSYS> contains system prograns (and their help files)
that the user may want to run. The directory protection code set for
<SUBSYS> prevents users fromchanging the files in this directory.
Many of the file protections require users to enable WHEEL or OPERATOR
capabilities to use the files. (Refer to Chapter 5 for information
about directory and file protections and special capabilities.) Table
3-2 lists the prograns and files comonly placed in <SUBSYS>. An
asteri sk precedes all unbundl ed software.

Tabl e 3-2: STR <SUBSYS> Fil es

Pr ogr ans Expl anati on

ACTGEN. EXE Programthat takes information from accounting
files and creates the account validation data
base.

ACTGEN. HLP Contai ns i nformati on about the ACTGEN program

ACTSYM UNV A file of universal synbols for USAGE accounting
progr ans.

ANAUNV. UNV A file of ARPANET uni versal synbols.

*B362LB. REL BLISS functions needed to rebuild the Record
Managenent Servi ces facility (RVB-20) from
AUTOPATCH.

*BASI C. EXE The BASI C conpil er.

BATCON. EXE Program that controls batch jobs

CDRI VE. EXE Program that controls card readers.



Tabl e 3-2:

Pr ogr ans

CHECKD. EXE

CHECKD. HLP

CHKPNT. EXE

CHKPNT. HLP

CVD. REL

CVD. UNV

* COBDDT. HLP
* COBDDT. REL
*COBOL. EXE
*COBOL. HLP
CREF. EXE
CREF. HLP

DL LIB

Dl L. REL

DI LV7. FOR

Dl TV7. FOR

DI XV7. FOR

DLUSER. EXE

DLUSER. HLP

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on

Program that creates structures and checks
file-systemconsistency (sane as in <SYSTEM>).

Contai ns i nformati on about the CHECKD program

Program that nmakes accounting entries in the file
<ACCOUNTS>CHECKPO NT. BI N.

Contai ns informati on about the CHKPNT program

A library file of routines for the COVWND nonitor
call.

A file of universal synbols for the COVND nonitor
call.

Cont ai ns i nformation about COBDDT.

The COBOL debuggi ng program

The COBOL conpil er.

Contai ns information about the COBOL conpiler.
Programthat produces a cross-reference listing.
Contai ns i nformati on about the CREF program
Alibrary file of data definitions for COBCOL
prograns that use the Data Interchange Library
(DIL) facility.

The DI L subroutines.

Contai ns data definitions for
that use DI L.

FORTRAN prograns
Contains data definitions for FORTRAN prograns
that use the data transm ssion conponent of DiL.

Contains data definitions for FORTRAN prograns
that use the data conversion conponent of DIL.

Program that saves and restores the directory
par aret er s.

Contai ns information about the DLUSER program
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Tabl e 3-2:

Pr ogr ans

DUVPER. EXE

DUVPER. HLP
DX20LD. EXE
DXMCA. ADX

EDDT. REL

EDI T. EXE
EDIT. HLP

FE. EXE

FE. HLP
FEDDT. EXE
FI LCOM EXE
FI LCOM HLP

FI LDDT. EXE

* FORDDT. HLP
* FORDDT. REL

FORVAT. EXE

FORVAT. HLP

*FOROTS. EXE

* FORTRA. EXE

GALGEN. EXE

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on

Program that saves and restores files to and from
magneti c tape.

Cont ai ns i nformati on about the DUMPER program
Program that | oads DX20 nicrocode.
M crocode for DX20 tape subsystem controller.

A conponent of the debugging program for the
TOPS- 20 nonitor.

Aline-oriented text editor.

Contai ns informati on about the EDI T program
Program that is used when copying files fromthe
front-end file systemto the TOPS-20 file system
and vice versa.

Contai ns informati on about the FE program

The debuggi ng program for the front end.

Program that conpares the contents of two files.

Contai ns i nformati on about the FILCOM program

A DDT program used for exanining the contents of
syst em dunps ( DUMP. CPY).

Cont ai ns information about the FORDDT program
The FORTRAN debuggi ng program

Program used to fornmat RP04/RP06 di sk packs while
the systemis in tinmesharing node.

Contai ns information about the FORMAT program

The FORTRAN object-time system (operating system
i nterface).

The FORTRAN conpi | er.
Program that creates the paraneter file (GALCNF)
for building the GALAXY prograns.
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Tabl e 3-2:

Pr ogr ans

GLOBS. UNV

GLXLI B. EXE
HELP. HLP

*| BMSPL. EXE

I NFO. EXE

*| SAM EXE

*| SAM HLP

KDDT. REL

KNI LDR. EXE
LCPORN. REL
LCPTAB. REL

*LI BARY. EXE

*LI BARY. HLP

*L1 BOL2. EXE

*LI BOL. REL
LI NK. EXE
LI NK. HLP

LI SSPL. EXE

LP64. RAM

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on

A file of universal

noni t or.

synbols for the TOPS-20

hject-tine system used by the GALAXY progrars.
Contai ns informati on about the HELP conmand.

Spool i ng programthat sends |BMbatch-job files
to renpte IBM host and retrieves the output.

Program that gives information to prograns using
| PCF.

Program that nmi ntains COBOL single-key indexed
sequential files.

Contai ns i nformati on about the | SAM program

A conponent of the debugging program for the
TOPS- 20 nonitor.

Program that | oads the N A20 nicrocode.
The LCP subprocess to the OPR program
The LCP conmand tabl e.

Program that creates, nmmintains, and lists the
contents of COBOL library files.

Contai ns information about the LIBARY program

The COBCOL object-tine system (operating system
i nterface).

Contains the COBOL |ibrary subroutines.
Programthat |oads rel ocatable binary prograns.
Contai ns information about the LINK program
Cluster LPTSPL Ilistener that receives print
requests fromrenote cluster LPTSPLs and forwards

the requests to QUASAR

Translation RAM file for a 64-character |ine

printer. Read by n- SETSPD.
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Tabl e 3-2:

Pr ogr ans

LP96. RAM

LPTSPL. EXE

MACREL. REL
MACRO. EXE
MACRO. HLP
MACSYM UNV
V5. EXE

M5. HLP

V5. EXE

MAKDMP. EXE

MAKLI B. EXE

MAKLI B. HLP

MAKRAM EXE

MAKRAM HLP

MAKVFU. EXE

MAKVFU. HLP

MAPPER. EXE

MDDT. REL

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on

Translation RAM file for a 96-character |ine
printer. Read by n- SETSPD.

Program that <controls output to local line
printers as well as TTY, LAT, DQS, and cluster
printers.

Run-time file for nmacros in MACSYM

The MACRO assenbl er.

Cont ai ns i nformation about the MACRO assenbl er.
Cont ai ns syst em macr os.

Program that sends nessages to users.

Contai ns information about the MAIL program

Programthat receives mail fromthe MAIL program
and places it in the appropriate mail box.

Programthat produces a standard DUMP. EXE file in
<SYSTEM>.

Program that creates relocatable subroutine

I'ibraries.
Contai ns information about the MAKLIB program

Programthat creates a translation RAM file for
line printers.

Cont ai ns i nformation about the MAKRAM program

Program that creates a vertical formatting unit
(VFU) file.

Contai ns information about the MAKVFU program

Programthat |oads the program nanme cache. (Refer
to Section 10.4, Inproving Program Startup Tine.)

A conponent of the debugging program for the
TOPS- 20 nonitor.
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Tabl e 3-2:

Pr ogr ans

MONSYM REL

MONSYM UNV
MOUNTR. EXE

M5CPAR. UNV

NEBULA. EXE

*NFT. EXE
*NFT. HLP

*NMLT20

NORMAL. VFU

OPR. EXE

OPR. HLP

ORI ON. EXE

OVRLAY. REL
PA1050. EXE
PAT. EXE

PHYPAR. UNV

PLEASE. EXE

PROLOG. UNV

PTYCON. EXE

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on

hject file that contains nonitor call synbol
definitions.

Cont ai ns synbol definitions for nonitor calls.
Program that nounts tapes and structures.

A file of wuniversal synmbols used to build the
MSCP conponent of the TOPS-20 nonitor.

The cluster GALAXY nessage router between nodes
in a cluster.

DECnet file transfer program
Cont ai ns i nformation about the NFT. EXE program

DECnet programthat perfornms the network control
program functi ons.

Vertical formatting unit file for line printers.

Program that the operator uses to interface wth
all jobs and devices on the system

Cont ai ns i nformati on about the OPR program

Programthat processes nmessages sent by the OPR
MOUNTR, LPTSPL, QUASAR, EXEC, etc. prograns.

Overl ay manager for the LINK program
The TOPS-10 Conpati bility Package.
Versi on of PA1050 that can be used i n debuggi ng.

A file of uni ver sal
i nput/ out put prograns.

synbols for TOPS-20
Program that westablishes a dialog with the
oper at or.

A file of wuniversal synmbols used to build the
TOPS- 20 nonitor.

Programthat controls many jobs from a single
term nal .
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AFTER SOFTWARE | NSTALLATI ON

Table 3-2: STR <SUBSYS> Files (Cont.)

Pr ogr ans Expl anat i on
PTYCON. HLP Contai ns i nformati on about the PTYCON program
QUASAR. EXE Program that does the central queuing and

scheduling for the batch system

RDMAI L. EXE Programthat allows a user to read mail sent with
the MAIL program

RDMAI L. HLP Contai ns information about the RDMAIL program

REAPER. EXE Program t hat marks files for mgration to
magneti c tape.

REAPER. HLP Contai ns information about the REAPER program

* RERUN. EXE Restarts COBOL prograns.

* RERUN. HLP Contai ns informati on about the RERUN program

RETRFB. SPE Cont ai ns SPEAR report tenplates.

RFB. EYE Contains internal definitions for the RETRI EVE
function of the SPEAR program

RVS. EXE RVS-20 wused in Section 0 of nenory to get
XRMS. EXE.

RMSCOB. EXE RVS- 20 used by COBOL V12B prograns.

RVBFAL. EXE Programthat 'listens' for DECnet file transfers.

RVSI NI . REL Routine called by BLISS and MACRO progranms to
initialize RMS-20.

RVSI NT. R36 Unsupported BLISS interface file for RMS-20.

RVSI NT. UNV MACRO i nterface file for RMS-20.

RVBUTL. EXE The RVB-20 file maintenance utility.

RSXFMT. EXE Uility programused for converting TOPS-20 files
to a format used by the front end and vice versa.

RSXFMT. HLP Cont ai ns information about the RSXFMI program

RUNOFF. EXE Programthat hel ps with text preparation.
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Tabl e 3-2:

Pr ogr ans
RUNOFF. HLP

SCAPAR. UNV

SDDT. EXE

*SELOTS. EXE

SERCCD. UNV
*Sl X12. REL
*SORT. EXE
*SORT. HLP
SPRI NT. EXE

SPROUT. EXE

SPEAR. EXE
SPRRET. EXE
SPRSUM EXE
SYSJCB. HLP
SYSTAP. CTL
TCX. EXE

TCX. HLP
TERM NAL. HLP

TOC. EXE

TOC. HLP

TV. EXE

AFTER SOFTWARE | NSTALLATI ON

STR <SUBSYS> Files (Cont.)

Expl anat i on
Contai ns i nformati on about the RUNOFF program

A paraneter file of synbols for t he SCA
i nter-system comuni cation routines.

DDT debugger for programs without a synbol table.
Program that interfaces bet ween t he COoBOL
| anguage and the CcoBOL obj ect-tine system
(LIBAL). (It is used with versions of COBCL up to
and including version 11.)

Contains definitions for the SYSERR error codes.
The BLI SS debugger.

Program that sorts files record by record.

Contai ns i nformati on about the SORT program

Programthat creates batch jobs fromcard input.

Qut put spool er for card punch, paper tape
and plotter.

punch,

Segnent of SPEAR program

Segnent of SPEAR program

Segnent of SPEAR program

Contai ns information about the SYSJOB program
Control file that creates a system backup tape.
A DI TAL Standard Runoff index utility.
Contains informati on about the TCX utility.

Cont ai ns information about the TERM NAL comrand.

A DIA TAL Standard Runoff utility for creating a
tabl e of contents.

Contains information about the TOC utility.

A character-oriented text editor.
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AFTER SOFTWARE | NSTALLATI ON

Table 3-2: STR <SUBSYS> Files (Cont.)

Pr ogr ans Expl anat i on

UDDT. EXE DDT debugger for programs with a synbol table.

ULI ST. EXE Pr ogram for printing i nformation about
directories and users.

ULI ST. HLP Contai ns i nformati on about the ULI ST program

VERI FY. EXE Programthat is used during software installation

to determne the integrity of files. It wverifies
checksuns and versi on nunbers of the .EXE files.

WATCH. EXE Program for observing system performance
WATCH. HLP Cont ai ns i nformation about the WATCH program
* XPORT. REL Li brary containing the BLISS transportable 1/0Q

menory, and string functions.

XRVB. EXE RVS-20 library that is napped to an extended
(nonzero) section for execution of RMS functions.

NOTE
All the .HLP files can be displayed using the HELP

conmand; for exanple, the comrmand @HELP WATCH di spl ays
the WATCH. HLP fil e.
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3.2.5 Restoring the Directory <SUBSYS>

If the contents of <SUBSYS> are accidentally lost or destroyed, you
can restore the directory fromthe TOPS-20 Installation Tape or your
| at est system backup tape. (Refer to Chapter 7 for information about
creating system backup tapes.) Use the procedure below to restore the
<SUBSYS> directory. |If you have enabled tape drive allocation, use
the MOUNT command instead of the ASSIGN command. (Refer to Section
8.3 for information about using tape drive allocation.)

1. Munt the appropriate tape (in this exanple, it is on drive
MTAQ: )

2. Gve the followi ng comands at your term nal.

@NABLE ( CAPABI LI TI ES) <RET>
$ASSI GN (DEVI CE) MTAQO: <RET>

$SKI P (DEVI CE) MTAO: 4 FILES <RET>
$RUN ( PROGRAM) MTAO: <RET>

DUVPER> TAPE (DEVI CE) MIAO: <RET>
DUVPER> SKI P (NUMBER OF SAVESETS) 1 <RET>

DUVPER> RESTORE ( TAPE FI LES) DSK*: <ESE Kk (TO <SUBSYS>
<RET>
DUVPER TAPE # 1 , , SATURDAY, 3-NOV-88 330

LOADI NG FI LES I NTO STR: <SUBSYS>
END OF SAVESET

DUVMPER> EXI T <RET>
$
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3.2.6 <NEW SYSTEM> and <NEW SUBSYS>

The first time you install the TOPS-20 software, the DLUSER program
creates the directories <NEW SYSTEM> and <NEW SUBSYS>. They do not
contain files. You can use these directories when a new release
becones available and you are updating the existing system \Wen
DI G TAL distributes an updated nonitor on the TOPS-20 |Installation
Tape, you restore the first tw savesets from this tape to the
directories <NEW SYSTEM> and <NEW SUBSYS> respectively. You use these
directories wuntil you feel confortable with the new software. Should
you have any problens with the new software, you can easily revert to
using the old software. Appendix A of the TOPS-20 KL Mdel B
Installation Guide detail the procedures to wupdate one software
rel ease to anot her.

If you have no problems with the new nonitor, and you are confortable
with it, copy all the files in the directory <NEW SYSTEM> into the
directory <SYSTEM> and all the files in the directory <NEW SUBSYS>
into the directory <SUBSYS>. You can now delete all the files in
<NEW SYSTEM> and <NEW SUBSYS>. The directories <NEWSYSTEM> and
<NEW SUBSYS> renmmin enpty until a new version of the TOPS-20 software
is distributed.

NOTE
After you copy the new files into the directories
<SYSTEM> and <SUBSYS>, you cannot revert to the old

system software unless you reinstall the system using
the ol d nonitor or backup tapes.
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3.2.7 <ACCOUNTS>, <OPERATOR>, <SPOOL>, and <SYSTEM ERROR>

<ACCOUNTS> - After installation, the directory <ACCOUNTS> contai ns one
file, SYSTEM DATA. BIN. This file contains all the accounting system
entries for each user. |If the directory <ACCOUNTS> is destroyed, the
accounting systemcreates a new SYSTEM DATA.BIN file

After the first LOAN on the system the system creates t he
<ACCOUNTS>CHECKPO NT. BIN file. This file stores accounting entries
for each user during the tine the user is |logged in. After a user
logs out, the accounting data stored in CHECKPO NT.BIN is copied to
the SYSTEM DATA.BIN file. Wen the systemcones up after a crash, the
nonitor exam nes <ACCOUNTS>CHECKPO NT.BIN to deternine which users
were logged in at the tine of the crash, and stores the data in
CHECKPO NT.BIN in SYSTEM DATA.BIN. Therefore, users who did not |og
out in the normal fashion, because of a crash, are still <charged for
their log-in tine.

<OPERATOR> - The directory <OPERATOR> normally contains the file
PTYCON. LOG. This file usually contains a record of all the activities
that occur under the operator jobs that are controlled by PTYCON. The
directory <OPERATOR> may al so contain files the operator needs to run
the system <SPOOL> - The directory <SPOOL> contains files that the
spool i ng system needs before perform ng any input or output. They are
kept in this area until they can be output to a slow speed device such
as a line printer. This area is also used for input of files fromthe

| ocal card reader, if one is attached. It may also be used for i nput
of files from | BM renot e stations. The file
PRI MARY- MASTER- QUEUE- FI LE. QUASAR is created in this directory. It

contains a copy of the input queues so that they are not destroyed if
the systemcrashes. You nust either delete this file or process al
entries in the queues before installing a new version of the batch
systemthat has a different queue fornmat. The GALAXY.DOC file
describes the new software conmponents and tells you if the queue
format has changed

<SYSTEM ERROR> - The directory <SYSTEM ERROR> contains the file
ERROR. SYS. The ERROR SYS file contains entries about systemerrors
and is read by the systemerror recovery program SPEAR

3.2.8 Oher Useful Directories

You may want to create additional directories for storing different
versions of programs or text. Sone useful directories are listed
bel ow. You should give these directories the proper protection nunmber
and nake them files-only directories.
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Directory and File Protection

Directories and files that are executed or read by the entire user
comrunity should not be given the default protection 777700, which
all ows no access. They should be given the directory protection
777740 and the file protection 777752 or 777712. (Section 5.7
describes directory and file protections.)

<NEW> The directory <NEW can contain versions of your
software that are not conpletely tested or that
are drastically different from the current
versions. If you create a directory <NEW,, users

will find it nore convenient if you also create
t he system | ogi cal nane NEW defined as
PUB: <NEWs, SYS: where PUB: is the system

structure. This logical nanme allows them to run
all new software by nerely typing NEW and the
programnane. If there is no file with the given
nane in <NEW, the system uses the version
currently on <SUBSYS>. (Refer to Section 3.3 for
a description of |ogical nanes.)

<OLD> The directory <OLD> can contain the old version
of software as newer versions appear on <SUBSYS>.
| f prograns or data do not work wth new
software, the wuser has a chance to correct the
probl ens before the older software is no |onger
avail able. Users will find it convenient iif you
also define the systemlogical nane O.D: as
PUB: <OLD>, SYS:, where PUB: is t he system
structure.

By creating the directories <NEW and <OLD>, you gradually introduce
new software to systemusers. Wen a new version becones avail abl e,
place it in the directory <NEWs. \Wen the software has been in use
awhile, nove the version in <NEW to <SUBSYS> and the version in
<SUBSYS> to <OLD>. Store the version in <O.D> on a system back-up
t ape. Every time you change a version of the software, you should
send a systemw de nessage to all users.

<HELP> The directory <HELP> contai ns docunments and hel p
files that describe the system software. As
different versions of sof t war e appear on
<SYSTEM>, <NEW;, and <O.LD>, you should neake a
Iist of changes incorporated in the new versions
and place it in the directory <HELP>. You can

move all files with the file type .HLP from
<SUBSYS> to the directory <HELP>. The HELP
conmand still works correctly if you define the

system |l ogi cal name HLP: to be PUB: <HELP>, SYS:
where PUB: is the system structure.
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<RENMARKS> The directory <REMARKS> contains nessages from
users to the operator. These nessages are usually
general system coments or conplaints. Wen a
user wants to send the operator a nessage that
does not require an i medi ate response, he can
send a nessage to the directory <REMARKS> using
the MAIL program (Refer to the description of
the MAIL programin the TOPS-20 User Uilities
Quide.) A typical nessage may be a request for
supplies, for exanple, LA36 paper or ribbon.
Creating the directory <REMARKS> avoi ds constant
interruptions to the operator from users issuing
PLEASE requests. The operator can read the
nmessages in <REMARKS> at a specified tinme each
day, or sinply when he has tine.

3.3 SYSTEM LOG CAL NAMES

A logical nane is a descriptive word used to establish a search route
to locate files. It can be up to 39 al phanuneric characters; however,
it is usually three to six al phanuneric characters. Because | ogi cal
nanes are used in place of device nanes, they always end with a col on.
Logi cal names tell the systemwhere and in what order to search for

files. Wen a user types a logical nane, the system searches the
directories in the order they were defined or listed by the |ogical
nane. Al though wusers can define logical nanes for their own use

(refer to the TOPS-20 User's Quide), the logical nanes described here
can be used by all users of the system You can define systeml ogical
names in the n-CONFIG CVD file.

During installation, several systemwi de |ogical nanes are defined by
the nmonitor, and nay be overridden in the n-CONFIG CVMD file. They are
SYS:, defined as PUB: <NEW SUBSYS>, PUB: <SUBSYS>; SYSTEM, defined as
PUB: <NEW SYSTEM>, PUB: <SYSTEM>; DEFAULT- EXEC. , def i ned as
SYSTEM EXEC. EXE; and POBOX:, defined as the public structure. (PUB:
is the systemstructure.) You may decide to add other |ogical names to
aid users in accessing files. |If you want the logical nanes to be
per manent , pl ace t he definitions (using an editor) in the
<SYSTEM>N- CONFI G. CMVD file on the system structure.

SYSTEM, SYS:, DEFAULT-EXEC., POBOX:, and sonme other frequently used
system | ogi cal names are expl ai ned bel ow.
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3.3.1 SYSTEM

The | ogi cal nane, SYSTEM, defines a search list that contains all the
system prograns and files that the system needs to operate. SYSTEM
shoul d al ways contain the directory <SYSTEM> on the system structure.
If you are updating the systemwith a new nonitor, the definition of
SYSTEM in the n-CONFIGCWD file also contains the directory
<NEW SYSTEM>. For exanpl e,

DEFI NE SYSTEM  STR <NEW SYSTEM>, STR: <SYSTEM>

wher e:

STR. is the name of the system structure.

3.3.2 SYS:

The | ogical nane SYS: defines a search list that contains all the

system prograns a user nay want to run. SYS: should always contain
the directory <SUBSYS> and any other library directories that contain
commonly used progrars. If you are updating the systemwith a new
nmonitor, the definition of SYS in the n-CONFIGCVMD file also
contains the directory <NEW SUBSYS>. For exanple,

DEFI NE SYS: STR <NEW SUBSYS>, STR: <SUBSYS>
wher e:
STR.  is the name of the system structure.

Be sure to set the protection on the library files in <SUBSYS> (or
<NEW SUBSYS>) to 777740. This protection allows access by all users.

3.3.3 NEW

The | ogical name NEW defines a search list <containing a directory
that has new software, followed by the systemlogical nane SYS:.. The
definition for this, which you would put in n-CONFIGCMD, is the
fol | owi ng:

DEFI NE NEW STR: <NEWs, SYS:
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Wth this systemn de | ogi cal nane, the user can give the command:
@EFI NE (LOG CAL NAME) SYS: (AS) NEW <RET>
Now, when the user runs a program the system looks first in the

directory STR <NEW,, and then in the normal system search list SYS:..
This way, the user always gets the npbst recent version of any program

3.3.4 QD

I f you have ol d versions of prograns, defining the systeml ogical nane
QLD may be helpful to users. The usual definition of the |ogical
name OLD: is:

DEFINE OLD: STR <OLD=>, SYS:

The definition OLD: has the same type of effect as the definition
NEW . |If the user gives the conmand:

@XEFI NE (LOG CAL NAME) SYS: (AS) OLD: <RET>

whenever he runs a program he will get the ol dest version avail able.
3.3.5 HLP:
If you want to Kkeep prograns and docunent ati on in separate

directories, you should store the docunentation in <HELP>. The HELP
command searches the directories identified by the logical nane HLP:,
so you rust define the logical nanme HLP: to be the directory <HELP>.
The definition of HLP: in n-CONFI G CVMD shoul d be:

DEFI NE HLP: STR <HELP>

3.3.6 SERR

The | ogi cal name SERR is defined by the systemat startup. It points
to the area <SYSTEM ERROR> on the system structure. The systemwites
the ERROR SYS file to this area, which may be used later to produce
reports.
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3.3.7 DWW

When the systemis re-booted after a crash, the file DUMP.EXE is
overwitten wth a copy of nmenory. Upon system startup, the n-SETSPD
program copi es the contents of DUWP. EXE to the DUWP-version-nane. CPY
file on the systemstructure (nanme is the name of the bug, and version
is the edit nunber of the nonitor that was running at the tine of the
crash). System crashes cause DUMP.EXE to be overwitten, but new
versions of the .CPY file accunulate. To keep the system structure
clear of .CPY files, define DMP: in the n-CONFIG CVD file as follows:

DEFI NE DMP:  STR: <Dl RECTCRY>

The structure and directory are your choice; you should not specify a
fil enane. Versions of the .CPY file hereafter accunulate in the
defined area.

In CFS configurations, systens shoul d not share a common
DMP: definition, because this could | ead to confusion about which dunp
canme from whi ch system

I f the DUWMP- ON-BUGCHK feature is enabl ed, the n-SETSPD programis run
after continuable system errors, and it copies to DWP. all new
DUWP. EXE files that it finds fromits scan of dunpable structures.
Refer to Section 9.10 for conplete information on DUMP- ON- BUGCHK

As n-SETSPD copies a file to the area defined by DW:, it sends a
nmessage to the CTY specifying where it's copying the file to and from
For exanpl e:

Copyi ng system dunp
from STR <SYSTEM-DUWP. EXE. 1
to: PS60: <DUMPS>DUMP- 12345- WEPNEG. CPY. 1

3.3.8 DEFAULT- EXEC

The | ogi cal nane DEFAULT- EXEC. defines a search list that points to
the TOPS-20 Command Processor (EXEC). When users log in or give the
PUSH conmand, the EXEC programis activated. Sone experienced users
may choose to run their own copies of the EXEC, not the standard
systemversion. Such users can define DEFAULT-EXEC. to be the file
name for their private EXEC, and can take advantage of this feature
after giving the PUSH command. This command nust be given at the EXEC
level, while in batch or interactive node. PUSH commands issued from
other programlevels may invoke the standard system version, unless
the program has been witten to use DEFAULT-EXEC. if it is defined.
By default, DEFAULT-EXEC. is defined as SYSTEM EXEC. EXE.

Refer to the DECSYSTEM 20 Technical Summary and the TOPS-20 Conmands
Ref erence Manual for nore conplete infornmation on the EXEC
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3.3.9 POBOX:

The logical name POBOX: defines a search list that points to
structures where wusers' nmmil files reside. WMl sent to a user goes
tothe first MAIL.TXT.1 file in the user's directory that the system
encounters in its search.

By default, POBOX: is defined as the public structure. You can
redefine POBOX: in the n-CONFIGCMD file. By redefining POBOX:, you
can prevent users' mmil files fromfilling up the public structure.

In CFS-20 configurations, redefining POBOX: is especially useful. You
can define POBOX: to be the sane structure for all systens,
establishing a central location for all mai | files in t he
configuration. Then, no matter what systemusers | og onto, they are
automatically directed to this one area when they give commands to
access their mail. They do not have to spend tinme |ogging onto
various systens to access mail that woul d otherw se have been sent to
a public structure (which is a separate structure for each system
unl ess the "login structure" feature is enabled). To set up this
central location, the sane DEFI NE comrand should be entered in each
systems n-CONFIG CVMD file. Refer to Chapter 12, The Comobn File
System for further information on CFS-20.

3.3.10 NRT:

The | ogical nanme NRT: (Network Renote Terminal) is applicable only if
your system has DECnet comuni cations software. Wen a user issues
the SET HOST conmand to connect to a renpbte system the CTERM SERVER
communi cations programis run by default. |f the renpte node does not
support CTERM the host systemtries to connect the user again, this
time using the program defined by NRT:.

Exanpl es

1. For TOPS-20 to TOPS-20 comunications, give the follow ng
definition:

DEFI NE NRT: SYS: SETHOST. EXE

2. For multi-operating system DECnet conmmunications, you can
specify the HOST program (|l ocated on the TOPS-20 tools tape):

DEFI NE NRT: HOST. EXE
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3.3.11 SPOCL:

The | ogical nane SPOOL: directs the systemto the directory <SPOOL>
on the system structure. The GALAXY batch and spooling conponents
read and wite files in this area. Also, the nonitor wites spooled
files to this area. (Section 3.2.7 contains detailed information on
<SPOOL>.

3.4 CONSOLE FRONT- END FI LES

The consol e front-end computer consists of a PDP-11 with 28K 16-bit
words of nenory. Wen the systemis brought up for tinesharing, the
front-end nonitor, RSX20F, is |loaded in the PDP-11 nmenory and started.
The TOPS-20 nonitor is loaded in KL10 nmain nenory and started. Thus,
you have two conputers working together. Both conputers have their
own rmonitor and rel ated software.

The front-end file systemconsists of the RSX20F nonitor and related
prograns (tasks) and files. During software installation, these
front-end files are transferred fromfloppy disks to a special area on
the system structure unless an RPO7 is being used as the system
structure. |If an RPO7 is being used as the systemstructure, only the
files on the TOPS-20 Installation Tape will be placed on the RPO7

The front-end files, on the floppy disks, nust be placed on a
dual -ported RP06 disk drive attached to the PDP-11 front end. (Refer
to the TOPS-20 KL Model B Installation Guide for the procedure for
creating the front-end file systemwhen using an RPO7 disk drive as
the system structure.)

The area the front-end files are placed on is called the FRONT-END
FILES area, or FILES-11 area. Once this area has been set-up, there
is normally no need to get these files again fromfl oppy disks. The
floppy disks used to install the system beconme backup devices in case
the systemstructure is destroyed, or in the case where an RP0O7 is
being wused as the system structure, they can be used to recreate your
front-end file structure. It is a good idea to make an extra copy of
your installation floppies in the event one of your original floppies
is destroyed and you need to restore the FRONT-END FI LES ar ea. Ref er
to Chapter 7, System Backup Procedures, for a description of the COP
programthat is used to copy floppy disks.

As previously stated, the front-end files nmust always be placed on a
dual -ported RP0O6 attached to the PDP-11 front end. This allows the
front-end processor to access these files while the min processor
accesses TOPS-20 files on the same or different disk packs.
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The RSX20F nonitor and its related progranms do the foll ow ng:
0 Control input/output and conmuni cati ons devices.
0 Interface with the main conputer.

0 Load the TOPS-20 nonitor at system startup, and reload
TOPS-20 if a crash occurs.

0 Report systemerrors to TOPS-20.
0 Perform system di agnostic functions.

Table 3-3 lists the prograns and files located in the FRONT-END FILES
area, Wwth a brief description of each. Files with the file type TSK
are prograns that can be run under the front-end nonitor RSX20F; files
with the type MCB contain the microcode for the host processor (KL10);
files with the type EXB are bootstrap progranms used to Iload the
TOPS-20 nonitor; and files with the type CVMD are prograns that record
i nformati on about systemerrors. This information is read by the
system error recovery program SPEAR  Beginning with TOPS-20 Version
6, console front-end filenames include edit-level nunbers t hat
indicate the versions of the particular prograns, for exanple,
F11ACP. TSK; 1505.

Table 3-3: Console Front-End Files

File Contents or Function

BF16N1. A1l MOS nenory-timing RAMfile. It is a nonexecutable
file containing MOS nenory data.

BF64N1. A1l Timng file for 64K RAM chi ps.

BOO. TSK Used to boot RSX20F.

BOOT. EXB The central processor disk bootstrap programthat
boots TOPS-20 from di sk.

CLOCK. CMD Saves contents of nenory |ocations for diagnosing
errors that are purposely induced by Field
Servi ce.

COPR. TSK Copi es the contents of floppy disks.

CRAM CMD Saves contents of nenory |ocations for diagnosing

CRAM parity errors.
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Tabl e 3-3:

File

DEX. CVMD

DMO. TSK

DRAM CMVD

EBUS. CVD

FMPAR. CVD

F11ACP. TSK

HALT. CVMD

INI. TSK

KLDI SC. TSK

KLI . TSK

KLRI NG TSK

KLX. MCB

KPALV. CVD

LHALT. CVD

LOGXFR. TSK

M DNI T. TSK

MoU. TSK

MIBOOT. EXB

AFTER SOFTWARE | NSTALLATI ON

Consol e Front-End Files (Cont.)

Contents or Function

Saves contents of nenory |ocations for diagnosing
Deposit Examine failures (Pl level O interrupt).

Di smounts a front-end device and all ows a reboot.

Saves contents of nenory |ocations for diagnosing
DRAM parity errors.

Saves contents of nenory |ocations for diagnosing
EBUS parity errors.

Saves contents of nenory |ocations for diagnosing
fast nenory parity errors.

File handler for front-end disk files.

Saves contents of nenory |ocations for diagnosing
KL halt errors.

Initializes a front-end files area.

Provides the KLINI K |ine di sconnect service.
KLINIT program for initializing the centra
processor (KL20). Loads nicrocode, configures
cache and main nmenory, |oads bootstrap.

Provides the KLINIK line ring service.

KL10 microcode file.

Saves contents of nenory |ocations for diagnosing
keep alive cease errors.

Saves contents of nenory |ocations for diagnosing
KL halt errors. Provides nore information than
HALT. CVMD

Transfers the PARSER LOG file to the TOPS-20
error file.

Updates the tine of day through m dnight.
Mounts a device for use with the front end.

Boots a TOPS-20 nonitor from nagnetic tape.
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Table 3-3

File

PARSER. TSK

Pl P. TSK

RED. TSK

RP2DBT. EXB

RP2VBT. EXB

RSX20F. VAP

RSX20F. SYS

SAV. TSK

SETSPD. TSK

TI MEO. CVD

TKTN. TSK

T20ACP. TSK

UFD. TSK

ZAP. TSK
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Consol e Front-End Files (Cont.)

Contents or Function

The front-end command parser (pronpts PAR>). The
primary means of access to front-end prograns.

Front-end programfor file transfer.

Tells the systemwhere to | ook for the front-end
files device, SYO:

A front-end BOOT file with the DX20 nmicrocode
| oaded for the RP20 di sk sybsystem

A front-end MIBOOT file with the DX20 nmicrocode
| oaded for the RP20 di sk sybsystem

Cont ai ns synbolic definitions for RSX20F.
Virgin image of front-end nmonitor (RSX20F).

Saves the front-end nonitor and bootstrap on
di sk.

Sets system paraneters, such as |ine speeds.

Saves contents of nenory |ocations for diagnosing
protocol timeout errors.

Term nates tasks, reports errors, and requests
rel oads.

Interfaces between front-end and TOPS-20 file
syst ens.

Sets up wuser-file directories in the front-end
files area.

Makes binary nodifications to task inages.
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3.5 TAILORI NG THE BATCH SYSTEM

Most installations use the paraneters and defaults in the distributed
version of the batch system However, you can nodify some of these
paraneters if required by the batch processing procedures at your
install ation.

DIG TAL distributes a programwith the TOPS-20 software that allows
you to tailor the standard batch systemto the requirenents of your
installation. This program called GALGEN EXE, is located in the
directory <SUBSYS> on the systemstructure. You can run GALGEN at the
time the systemsoftware is installed or at a |ater date. In either
case, you nust have a working batch system before you can generate a
new one using GALGEN. This neans if you are installing the system
you rmust first install the batch systemthat is distributed with every
new version of the TOPS-20 software (on the software installation
tape). You can then run the GALCEN programand tailor the batch
system before it becones avail abl e for general use.

If you tailor the batch systemat a |later date, you can run the GALGEN
programwi th users | ogged in. However, for safety reasons, the system
shoul d be stand-al one during the critical phase of stopping the old
batch system and starting the new one. The batch queues, however,
need not be enpty. That is, batch jobs can be waiting to be processed
at the tine you bring the system down.

The TOPS-20 KL Mbdel B Installation Guide contains the procedures for
runni ng the GALGEN program

3.6 CHECKING THE SOFTWARE ( UETP)

After the systemsoftware is installed, you or the Software Speciali st

can run the User Environnent Test Package (UETP). UETP is a
collection of programs, data files, and batch control files designed
to allow you to test the integrity of various systemelenents. In

addition to testing that the hardware has been properly installed,
UETP ensures that the TOPS-20 Operating Systemis running and that the
| anguages you have sel ected for your operation are avail able.

UETP creates a noderate load on the system consisting of various
defined procedures that closely resenble the load in an actual
operation. Later, you may want to tailor UETP to test a software | oad
that nore closely resenbl es your particular system s use.

The TOPS-10/TOPS-20 User Environment Test Package Reference Manual
describes UETP, the individual conponent tests, typical nessage
i nformation, and the procedures for addi ng new tests.
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3.7 REMOTE PRI NTERS

The DECSYSTEM 20s at your site may be included in a DECnet network,
| ocal area network, or CFS-20 cluster. These networks provide TOPS-20
users with nunerous printing options. Users, not restricted to |ocal

printers
printers

(0]

on the systens they logged in to, can direct output to renote
attached to:

VMS systens in a DECnet network -- Distributed Queue Service
(D) printers.

LAT servers in a local area network -- LAT printers.
QO her TOPS-20 systems in a CFS-20 cluster -- cluster
printers.
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Renote Printing Requirenents

Use of DQS printers requires DECnet.

Use of LAT printers requires a LAT server running at |[east
Version 5.1 of +the LAT protocol. Di gi tal -supported LAT
printers nust be one of the foll owing devices: LA50, LA75,
LA100, LA120, LNO3.

When starting up a LAT printer, the operator nust enter a

description for t he printer with t he
/ TERM NAL- CHARACTERI STIC: switch to the OPR>START PRI NTER
conmand. (If the switch is onmtted, the system pronpts the

operator for this information.) You or a system programrer
must establish values for the switch argunent in the LPTSPL
nmodul e, LPTUSR MAC. Instructions for doing this are included
in the GALAXY docunentation file.

Use of a renote cluster printer requires DECnet.

In addition, "cluster GALAXY" must be enabled on both the
requesting and serving systens if users are to have access to
the full set of renmpte-printer functions. These functions
i ncl ude: obtaining information on renote print queues,
canceling renmote print requests, and receiving notification
of queuing and conpleting of the remote print job.

A systemthat is servicing renote cluster print jobs nust run
LPTSPL and LI SSPL.

A systemthat is sending print jobs to a systemthat services
them must run LPTSPL. A cluster printer rmust be started on
this systemal so. For exanple, if system SYSA sends print
requests to system SYSB, the operator gives the follow ng
command from SYSA:

OPR>START PRI NTER CLUSTER unit nunmber NODE SYSB<RET>

wher e:
unit nunber designates a printer at SYSB

Refer to the TOPS-20 KL Mbddel B Installation Guide and the

TOPS- 20 Operator's  Quide for further information on
installing and enabling cluster printing.
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3.7.2 Defining DQS and LAT Printers

To specify a D@ or LAT printer with the PR NI/ REMOTE- PRI NTER

conmand, users nmust first define that printer with the SET
REMOTE- PRI NTI NG PRI NTER conmand, which indicates where the printer
resides in the network. It can provide a useful alias for the printer
as well. Users can issue the command interactively at the term nal or

froma jobw de command file.

More conveni ently, however, users can invoke the command for each
availabl e printer froma systemi de conmmand file that you create. You
shoul d nanme this file REMOTE- PRI NTI NG CVD and place it in the SYSTEM
ar ea. Users can invoke the commands in this file with the TAKE
command or the SET REMOTE- PRI NTI NG SYSTEM DEFI NI TI ONS conmand. (You
can also place these commands in <SYSTEM>COVAND. CMD if all users on a
system are expected to want to use this facility.) Here is a sanple
systemni de printer-definition file:

SET REMOTE- PRI NTI NG PRI NTER LNO3 SVEESLNO3 SYSA
SET REMOTE- PRI NTI NG PRI NTER LI STI NG SI $8700 SYSB
SET REMOTE- PRI NTI NG PRI NTER LATOP LC14 LAT99

The SET REMOTE- PRI NTI NG PRINTER command has three argunents. The
first argunent assigns an alias to the renote printer. The second
argument is the name of a VM5 printer queue (SVWE$SLNO3) or a LAT port
or service (LC14) or t he nane of an existing alias (SET
REMOTE- PRI NTI NG PRI NTER LATO3 LN0O3). The third argunment is the nane
of the system or LAT server that controls the printer.

Refer to the TOPS-20 Commands Reference Mnual for a conplete
description of the command.

The REMOTE- PRI NTING CMD file can al so contain specifications for DQS
printing characteristics, as described in section 3.7.3.
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3.7.3 Setting D@ Printing Characteristics

Users can specify how they want their DQS printed output to appear.
For exanple, they may desire a "landscape" or "portrait" page
orientation, or 65 or 90 characters per line. They can specify these
and other characteristics wth the PRI NI/ CHARACTERI STI CS comrand.
However, the printing characteristics nust first be established wth
the SET REMOTE-PRINTING CHARACTERI STIC comand. Li ke the printer
definitions described in Section 3.7.2, the printing characteristics
can be established by invoking the appropriate command fromthe
termnal, a jobwi de conmand file, or the systemwide command file,
SYSTEM REMOTE- PRI NTI NG. CVD

Here is a systemi de command file t hat cont ai ns printing
characteristics and printer definitions:

SET REMOTE- PRI NTI NG CHARACTERI STI C PORTRAI T 52

SET REMOTE- PRI NTI NG CHARACTERI STI C P65 59
SET REMOTE- PRI NTI NG CHARACTERI STI C P75 53
SET REMOTE- PRI NTI NG CHARACTERI STI C P80 58
SET REMOTE- PRI NTI NG CHARACTERI STI C P90 52
SET REMOTE- PRI NTI NG CHARACTERI STI C P100 51

SET REMOTE- PRI NTI NG CHARACTERI STI C P132D 54
SET REMOTE- PRI NTI NG CHARACTERI STI C LANDSCAPE 0
SET REMOTE- PRI NTI NG CHARACTERI STI C L100 50
SET REMOTE- PRI NTI NG CHARACTERI STI C L132 0
SET REMOTE- PRI NTI NG CHARACTERI STI C TR10P_BOLD 61
SET REMOTE- PRI NTI NG CHARACTERI STI C TR14P_BOLD 62
SET REMOTE- PRI NTI NG CHARACTERI STI C TR18P_BOLD 63
SET REMOTE- PRI NTI NG CHARACTERI STI C CONDENSED 100
SET REMOTE- PRI NTI NG CHARACTERI STI C OVERHEAD 101

SET REMOTE- PRI NTI NG PRI NTER LI STI NG SI $8700 SYSA
SET REMOTE- PRI NTI NG PRI NTER  LNO3 CS$LNO3 SYSB
SET REMOTE- PRI NTI NG PRI NTER  LATCP LC14 LAT99

The SET REMOTE- PRI NTI NG CHARACTERI STI C command has two argunents. The
first argument is the name of a characteristic, for exanple, PORTRAIT,
or P90 (portrait orientation with 90 characters per line). The second
argunent is the nuneric value that your site has assigned to that
characteristic for the particular printer queue or to the name of an
exi sting characteristic.

You can al so place this comand in the <SYSTEM>COVAND. CMD file if al
users on a systemare expected to want to use this facility.

Refer to the TOPS-20 Commands Reference Mnual for a conplete
description of the command.
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3.8 TERM NAL PRI NTERS

Your site may have printers attached to dedicated, hardwired termna
lines, such as an LA50, LA100, LA120-RA, or LA120-RB. These | ocal
printers are called termnal printers. The operator starts them with
the foll owi ng comand:

OPR>START PRI NTER uni t/ DEVI CE: TTYn/ TERM NAL- CHARACTERI STI C. <RET>

wher e:
unit is the nunber that designates a printer
nis the termnal |ine nunber

You or a system programrer nust assign a descriptive value to each of
these printers in the LPTSPL nodule, LPTUSR MAC. Instructions for
doing this are included in the GALAXY docunentation file. The
argument that the operator gives to the /TERM NAL- CHARACTERI STIC
switch with the OPR>START PRINTER comrand must nmatch a value in
LPTUSR. MAC
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CHAPTER 4

CREATI NG STRUCTURES

4.1 OVERVI EW

One of the first decisions you nmust nake about your new (or upgraded)
installation is what type of disk storage environnent best suits your
needs. Some of the considerations that determ ne your decision are:

0 How large will the data base be?

0 How many users will be using the systen?
0 How experienced will these users be?

o WII there be a full-tinme operator?

0 How often will you run diagnostics and how critical is it
that the systemrenmain avail abl e during this naintenance?

o Mist all files be available to all users at all times during
syst em operation?

0o Are multiple systenms part of a CFS configuration? Refer also
to Chapter 12, The Common File System

The mountable structure facility of TOPS-20 provides several options
for making this decision. The option you choose depends on the
answers to the previous questions and the number of disk packs and
drives that are available. For exanple, if your installation has a
nunber of disk packs and two or nore drives, you can store data and
programfiles on different structures.

A structure is a collection of data and programfiles contained on one
or nore disk packs and referenced under one nane.

When you install your software, you create a structure known as the
system structure (sonetinmes called the boot structure). Al packs in
this structure remain on-line at all times during system operation
If your system structure does not enconpass all of your available
drives you can create and nount other structures.
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Sections 4.2 through 4.8 describe the system structure and how you can
best utilize your disk resources and create and use other structures.

4.2 THE SYSTEM STRUCTURE

Sections 4.2.1 and 4.2.2 provide an overview of what the system
structure is, including its relationship to the system and its
contents.

NOTE

Unl ess you have enabled the "login structure" feature
in a CFS-20 configuration, described in Section
12.6.2, the public, system boot, and login structures
all denote the same structure.

4.2.1 What |s the System Structure?

The system structure is the nost inportant structure on your system
It is created and brought on-line at systeminstallation when you
answer the appropriate questions in the installation dialog. (Refer
to the TOPS-20 KL Model B Installation Guide.) The name of the system
structure can be up to six characters.

The system structure can be one or nore di sk packs, depending on the
configuration of your systemand your disk drive resources. You may
use one or nore RP0O6 or RP0O7 disks as the system structure; the
maxi mum nunber of disks per structure is given in Table 4-4. You nay
NOT use an RA60, RA81, or RP20 as the system structure.

While installing the software, you copy the console front-end files to
the system structure pack that is nounted on a dual-ported drive
(usually drive 0). The dual port allows the front-end processor and
the central processor to access the data on the system structure.
However, if you are using an RPO7 as the system structure, you nust
reserve space for the front-end files on an RP06 disk that is
dual -ported to the PDP-11 front end. |f the disk structure containing
the front-end files has multiple packs, the first pack of the
structure nmust be permanently nounted on the dual -ported drive.

Al'l disk packs in the systemstructure must be online at all tines,
because this structure contains all the prograns, files, and swappi ng
area that the systemneeds to operate. The structure also contains
all user directories necessary to support users logging into the
system (If the "login structure" feature is enabled in a CFS-20
configuration, the login structure contains these directories and nust
also be online at all tines.) If the file systemis destroyed on the
system structure, or if a drive that contains all or part of the
structure mal functions, the systemhalts. Refer to Chapter 9 in this
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manual and to the TOPS-20 Qperator's Guide for the steps that you and
the operator nust follow if you have problens with the file system or
if a drive goes down.

You can have another structure online that is capable of being used as
the system structure. This structure nust have a unique nane,
however, at least while it 1is nounted. (Section 4.5.2 provides
information about nounting structures having the sanme nane.) Section
4.5.5 di scusses why you woul d have such a structure

I f you include the ENABLE JOBO- CTY- QUTPUT command in the n-CONFI G CVMD
file, the operator is notified at the console termi nal when di sk space
becones | ow on the system structure

If you are using CFS-20 software, refer to Chapter 12, The Common File
System for additional information on the system structure.

4.2.2 The Contents of the System Structure

The followi ng list provides an overview of the contents of the system
structure:

1. The default TOPS-20 commrand processor, EXEC, which is usually
found in <SYSTEM> or <NEW SYSTEM-.

2. A <ROOT-DI RECTORY> (Section 3.2.1) that points to t he
| ocation on disk of all first-level directories on the system
structure, including the special systemdirectories.

3. Al the files in the directories <SYSTEM> and <SUBSYS>
(Sections 3.2.2 and 3.2.4).

4. The directories <NEW SYSTEM-, <NEW SUBSYS>, <ACCOUNTS>,
<OPERATOR>, <SYSTEM ERROR> and <SPOOL> (Sections 3.2.6 and
3.2.7).

5. The front-end nonitor (RSX20F) and the console front-end
files (Section 3.4). Thi s normally appears in the
<ROOT- DI RECTORY>. If you are using the RPO7 as the system
structure, the front-end file system must reside on an RP0O6
dual - ported disk drive.

6. The required swapping area. The size of this area depends on
the TOPS-20 nonitor you are using. For exanple, 2060- MONMAX
uses up to 15,000 pages of disk space for swapping. (Refer
to Section 4.7 for a description of the swapping area.)
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7. A HOME bl ock that contains the foll owi ng paraneters
0 the structure's physical nane
o0 the nunber of disk packs in the structure
o0 which pack this is in the structure

o0 the address and nunber of pages used for the front-end
file system (usually 950)

0 the address and nunber of pages set aside for swapping
0 the address of the <ROOT- DI RECTORY> and its backup copy

o the serial nunber of the KL CPUto be booted from the
structure

8. Adirectory for every user who requires access to the system
Users nust log into a directory on the systemstructure to
use the system Afterwards, they can nount and connect to a
different structure and directory. (If the "login structure"
is enabled, CFS-20 users log in to the designated public
structure.)

4.3 ONE- STRUCTURE SYSTEMS
A one-structure systemconsists of a single structure, the system
structure, which is always on-line. Al packs in the structure nust
be on-line for the systemto operate.
Usual ly, a one-structure systemhas only one or tw disk drives.
Smal | er TOPS-20 installations choose to keep all their directories and
files on one structure for sone of the foll ow ng reasons:

o It is the sinplest system

0o It is the easiest systemto naintain.

o There is no requirement to physically renove packs from the
drives, for exanmple, for security reasons

o The mpjority of users are inexperienced.

o Al files are available at all tinmes, and thus are easy to
access.
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o Afull-tinme operator nmay be unnecessary.
o0 There is only one disk drive (only one structure supported).

Chapter 5 describes the nmethods you can use to create and nmintain
directories on your one-structure system

4.4 MOUNTABLE STRUCTURES

If the system structure does not enconpass all available disk drives,
you can create and nount other structures on the unused drives. These
"mount abl " structures are created wusing the CHECKD program The
TOPS-20 Operator's Quide describes creating structures with CHECKD

NOTE

The system structure is the only structure created at
installation tinme. Al'l other structures are created
(using the CHECKD program and brought on-line during
syst em operation

4.4.1 Differences Between Muntable and System Structures

Unli ke the systemstructure, a nountable structure can be nounted and
di snounted during tinmesharing. Also, it need not contain a front-end
file system Therefore, a nountable structure does not have to reside
on a dual-ported disk drive. Although a nountable structure has its
own <ROOT- DI RECTORY> and directory system a user cannot log into a
nountable structure, but nust log in as a user on the system
structure. A user can then nmount a different structure and connect to
directories. Table 4-1 sumarizes the differences between a nountabl e
and system structure.

4.4.2 Sinlarities Between Muntable and System Structures

There are, however, many sinilarities between the system structure and
nount abl e structures. Both contain wuser directories and files. A
nount abl e structure can have a front-end file system and can be used
in place of the systemstructure to |oad the systemfor tinesharing.
A mountabl e structure is created with the eight special directories
(mentioned in Chapter 3) as for a systemstructure. Likew se, a
nount abl e structure has a HOVE bl ock that contains information such as
the nanme of the structure and the nunber of disk units in the
structure. These and other simlarities are summarized in Table 4-2.



Tabl e 4-1:

Tabl e 4-2:
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Di f ferences Between Mountabl e and System Structures

System Structure

Mount abl e Structures

Al ways up during tinesharing
Has a front-end file
(unl ess an RP07)

Resides on a drive that is dual
ported with the front-end
conputer (unless an RP07)

t he

Used into

system

for | oggi ng

Bel ongs to the system

Has the <SYSTEM>,
<ACCOUNTS>,
<SYSTEM ERROR>,
directories

<SUBSYS>,
<OPERATCOR>,
and <SPOOL>

Mist contain a swappi ng area

system

Can be nounted and di snount ed

Need not have a front-end file
system

Need not resi de on a
dual - ported disk drive

Cannot be used for logging into

the system
Can belong to a private user

Need not have these directories

unless the structure wll be
used as the public structure;
can be del et ed from the
structure

Need not <contain a swapping
area unless the structure is to
be nmount ed as the public
structure

Simlarities Between Muntable and System Structures

System Structure

Mount abl e Structures

Has a HOVE bl ock

Has a front-end files

(unl ess an RPO7)

area

Is used to | oad the system

Contai ns systemfiles

Has a HOVE bl ock

Can have a front-end files area
Can be used to |oad the system
if the proper file areas and

files have been established

May contain systemfiles
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System Structure
Has a <ROOT- DI RECTORY>
Cont ai ns user files

Al'l packs nust be on-line for

the systemto operate

Mount abl e Structures
Has a <ROOT- DI RECTORY>
Cont ai ns user files

Al'l packs in the structure nust
be on-line to use the structure

4.5 MILTI PLE- STRUCTURE SYSTEMS

A multiple-structure system consists of a systemstructure and one
or nore additional structures. Figure 4-1 illustrates a systemwith
three disk drives and two structures. The two-pack system structure

MASTER: nust be online during tinesharing. The one-pack mountable
structure ADM N can be renoved during tinesharing. Anot her
one- pack structure can be nounted in its place.
UNIT O UNIT 1 UNIT 2
| I I I I |
| I I I I |
| I I I I |
| I I I I |
| I I I I |
| | |
STRUCTURE MASTER: STRUCTURE ADM N:
Figure 4-1: Systemwith 3 Disk Drives and 2 Structures
Using Figure 4-1, suppose you want structure ADMN: to remain
on-line at all tines during systemoperation. The structure is
automatically nmounted if you turn on the drive that contains the

structure before the systemis brought up. The TOPS-20 Cperator's
Qui de describes nounting structures autonatically.

In addition to the systemstructure and perhaps another permanent
on-line structure, you nmay choose to keep one or nore disk drives
avai l abl e for users to nount and disnount "private" packs during

ti meshari ng.
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Figure 4-2 illustrates a systemwith three disk drives and three

one-pack structures, the system structure MASTER, ADMN., and
PROG. .

UNIT 0 UNIT 1 UNIT 2
| I | I | I
| I | I | I
| I | I | I
| I | I | I
| I | I | I
| | |
STRUCTURE STRUCTURE STRUCTURE
MASTER: ADM N PROG:

Figure 4-2: Three-Structure System

In this exanple, MASTER contains all the directories necessary to
support log-ins. ADMN. contains the sane, a superset, or a subset
of the sane directories as those on MASTER: and rermains online at
all times during systemoperation. The drive that contains PROG
is used for short-termnounting of different one-pack structures.
PROG renmains online only for the tinme it is needed.

There can be up to 64 structures online at one tine.
Several of the advantages in a nountable structure environnment are:

o Sone users or groups of wusers may require a structure
exclusively for their use. They can 'own' or possibly pay
for the use of certain structures.

0 Service engineers can nmount their own pack on the
short-term drive and perform sonme diagnostics without
di sturbi ng normal system operation.

0 Creating structures on nountabl e packs provides additiona
security to that already within the system For exanple
you can create a structure t hat cont ai ns hi ghly
confidential data, renpove it fromthe drive(s) when you are
done with it, and lock it in a security cabinet or safe.
At the end of the day, the operator |ocks up any
confidential structures.

o Inthis type of environment, you are not |limted in the
size of your systemls data base. You can create as nany
structures as you have di sk packs to contain them and you
can nmount as many at one tine as your system can support.

4-8
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The princi pal disadvantages of using nountable structures are the
need for scheduling both access to the data and operator coverage to
install and renove packs on the drives, as described in Section
1.2.2, Muwuntable Structure Sign-Up Log. There is also sone risk
that packs will be damaged during handli ng.

After the systemis operating and structures have been created, the
operator responds to requests from users to nount and di snount
structures. Section 4.5.5 describes howto place wuser directories
on your nountable structures to obtain nmaxinmumavailability to
priority jobs.

4.5.1 Choosing Structure Nanes

Each device on the systemhas a nane, <called the physical device
name, which is wused when giving commands to the software. Unlike
the generic device name that applies to a class of devices, for
exanpl e: TTY:, DSK:, LPT:, the physical device nanme applies to a
particul ar device on the system for exanple, TTY6: and LPTO:. The
physi cal device nanes for disks are structure names. A structure
name can be fromone to six al phanuneric characters of your choice,
and, like other device nanmes, nust be followed by a colon. The
colon indicates to the software that a device is being used and not,
for exanple, a file.

It is inportant to carefully assign a unique nane to each structure
that you create. Section 4.5.2, Munting Structures Having the Sane
Narme, explains why this precaution avoids confusion for users if an
operator is unavail able during tinmesharing.

Because structure names are used in the device field (dev:) of a
file specification, you should not create any structures with the
sane nanme as a defined (or valid) device nane. Table 4-3 lists
devi ce nanes that may be defined in your system

For the sane reason, avoid namng a structure with a defined |ogica
name, for exanple, SYS:, SYSTEM, NEW, O.D:, HLP:, etc., because
the system searches the list of defined systemnide |ogical nanes
before device nanes. (Refer to Section 3.3 for a description of
| ogi cal nanes.)

Refer to Chapter 12, The Common File System for structure-nam ng
consi derations in a CFS environnent.
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Tabl e 4-3: Sanple Device Nanes

DSK: CDP:
MTI'An: FEn:
MrI'n: TTY:
LPT: TTYn:
LPTn: PTYn:
PLPTn: NUL:
CDR: PLT:
PCDRn: PLTN:
PCDPn: DCN
TCP: SRV:

Where n is the unit nunber of the device.

To avoi d duplication, you can get a list of all structure names known
to the systemby giving the operator comrand, SHOW STATUS STRUCTURE
These structures do not have to be online. Their presence in the
listing indicates that they were previously specified in a SET
STRUCTURE conmmand, or once mounted on the system

4-10



CREATI NG STRUCTURES

4.5.2 NMounting Structures Having the Sane Nane

A situation may arise requiring you to nmount a structure that has the
same nane as a structure that is already online. Perhaps another
installation has requested that you nount its systemstructure (naned
SYSA:) for testing purposes, but you already have a structure naned
SYSA: online. Because the system notices anmbi guous structure nanes,
you must mount the structure under a different nane.

Each structure that is nmounted is identified with two nanes: t he
physical identification and the alias. Usually, these nanes are the
same. The physical identification is the actual structure nane

witten in the HOVE block of that structure. The alias is the nane
that you use to reference the structure while it is nounted. After a
structure is nounted,it is known only by its alias. The MOUNT comand
is used to mount a structure and give it an alias different from the
physical identification. This allows two or nmore structures with the
sane physical name to be nounted sinultaneously. The system
di stingui shes them by their different aliases. (The TOPS-20
OQperator's @uide describes this procedure.)

Note that the structures nust be mounted one at a tine. That is,
structures cannot be online sinultaneously before the MOUNT command i s
given. One of the structues nmust be nounted first. It my be

necessary to power down disk drives and bring them up again.

4.5.3 WMaxi mum Si ze of Structures

The maxi mum size of a structure is approximtely 805,680 pages. A
structure of this size requires 3 RP20 disk drives (5 spindles).

Structures of the nmaxi mum size, however, nmay not be practical for your
installation. Smal | er structures enhance the reliability and
availability of the system Renenber that you can have up to 64
structures on-line at one tine.
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t he

For

Also, if a structure is contained on nore than one disk pack
packs and drive wunits for that structure nmust all be the sanme type,
that is, either all RP06s, RP07s, RP20s, RA60s, or RA8ls.
exanpl e,

NOT SUPPCORTED SUPPORTED
| | | |
| | | | | | | |
| RPO6 | | RPO7 | | RPO7 | | RPO7
| | | | | | | |
| | | | | | | |
| | | | ]

STRUCTURE ADM N: STRUCTURE ADM N

Tabl e 4-4 shows the maxi mum structure size using RP06, RPO7,

RAGO,

RP20,

and RA81 disk drives. For all drive types, there can be 12,000
directories per structure and 5,000 files per directory.

NOTE

The nunber of directories per structure and files per
directory that can be created is approximate. This is
because the di sk space needed to create a directory or

file varies according to the Ilengths of the nanes
chosen for directories and files.
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Tabl e 4-4: Maxi mum Si ze Structures

Type of Max. No. Packs No. Pages
Di sk Drive Per Structure Per Pack
RP04 6 38000
RP06 3 76000
RPO7 1 216376
RP20 5 201420
RA60 6 90516
RA81 5 200928
4.5.4 Increasing the Size of Structures

You can add nore disk packs to increase the size of a nountable
structure (not the systemstructure) during tinmesharing. To do this,
you must:

(0]

Dunp the entire file structure onto nagnetic tape wusing the
DUMPER pr ogram

Run t he CHECKD program specifying the new configuration, to
re-create the structure

Restore all the directories and files from magnetic tape
usi ng the DUMPER program

| MPORTANT

If possible, re-create the structure and restore the

files to a different set of packs fromthe structure
that you dunped. This precaution ensures that you do

not |ose any valuable data should you have probl ens
readi ng the tape back to disk. That is, you stil
have the original structure intact and can rerun
DUMPER and copy the structure to another tape.
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To increase the size of the system structure, you nust shut down the
system and follow the installation procedure for bringing up this
structure with nore disk packs. Refer to Chapter 9, Syst em
Probl ems/ Crashes, and to the TOPS-20 KL Model B Installation CGuide.

4.5.5 Setting Up Structures for Maxinmum Availability

Before you create structures and place user directories on them you
should deternine which wusers nust be on the systemat all tines.
Pl ace these users' directories and files on the system structure, or
on another structure that is always available during tinesharing.
Di vide the remaining users of the systemby priority, and place their
directories and files on the other structures. Although these users
have | og-in directories on the systemstructure, their Jlarge working
area where they create and store files is on the other on-line
structures. You may want to help users set up their LOAdN CMD and
BATCH.CMD files so that they can nount, connect, and access the
appropriate directory on the structure where their files are |ocated,
if it is not the systemstructure. Dividing users into categories and
pl aci ng them on structures accordingly ensures that the failure of one
disk drive does not prevent the nmpbst inportant users fromusing the
system For exanple, if the drive that contains ADM N: goes down,
you can renove the ADM N pack fromthe broken drive, and nmount it on
anot her drive that contains a less critical structure

Al so, on-line disk diagnostics can be performed during tinmesharing.
Sonetines, the service engi neer can dismount a non-critical structure,
nmount the nai ntenance pack, and perform preventive nmaintenance or
troubl e-shooting with only a portion of the user community off-1ine.

To increase system availability, you can create another system
structure for backup using the CHECKD program After you create this
structure, you should follow the procedures in your sof twar e
installation nanual for <creating the front-end files area. The
TOPS-20 Operator's Quide describes using the CHECKD programto create
a backup system structure. If you have problens with the prinary
system structure, having a second system structure available allows
you to resune tinmesharing without reinstalling the system

The backup system structure can be nounted and online at all tines
under another nane, or it can be kept in storage and nmounted as a
backup if the regular systemstructure is destroyed. If the backup

system structure is kept in storage, the operator nust update the
structure periodically with the System Backup Tape and the | atest
incremental dunper tapes. (Chapter 7, System Backup, describes
creating and using your System Backup Tape and increnental tapes.)
Cccasional ly wupdating your backup system structure (in storage) keeps
it reasonably up-to-date.
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I f you keep your backup system structure online at all tinmes, and you
have inportant files that are constantly accessed by the user
comunity, you can inprove your system perfornmance by placing these
files on the backup system structure. Now your swapping area and the
files that you access frequently are not on the sane disk. Thi s
procedure is wuseful wth any structure that you keep on-line at all
times.

If multiple systens are part of a CFS configuration, refer to Chapter
12, The Common File System for further discussion of placenent of
files and user directories.

4.5.6 Taking Structures Of-Line

When a structure nust be taken off-line, the operator should notify
users that it will be dismunted at a certain tine. Users should give
the DI SMOUNT conmand for the structure before the specified tinmne. | f
the wusers do not cooperate, the operator can di snbunt the structure
(via the DI SMOUNT conmmand to OPR) without leaving files in an unknown
state. Files that are open sinply becone inaccessible, and the user
who had the files open receives an error

For information on dismounting structures in a CFS environment, refer
to Chapter 12, The Common File System
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4.5.7 Mounting Structures from Another Installation

If you nount a structure from another installation, or perhaps a
structure that contains confidential data, sone of the user names on
this structure may match the user nanes on your systemstructure. You
must mount this structure in what is called a FOREICGN state, to avoid
the m shap of your users accessing directories that do not belong to
them The sane is true if you bring one of your structures to another
installation. You should have the operator at the installation SET
the structure FOREIGN and then nmount it. Figure 4-3 illustrates this
concept.

0))]
3
k|
m
<

I I I

I I I

| PROG | Smmmmmm e | FOREIGN |

STR | | [ STR |

I I I I I

|l I _ I l I
|
DOMESTI C |
I

Figure 4-3: Donestic and Foreign Structures
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A structure is brought online in one of tw states, DOVESTIC or
FOREI G\, according to the setting that the operator |ast specified for
this structure with the SET STRUCTURE command. The system uses the
FOREI GN state as the default if a SET STRUCTURE conmand has never been
given for this structure. The structure remains in the specified
state wuntil the operator changes the state with the SET STRUCTURE or
the UNDEFI NE conmand. Note that the setting is unchanged across
system crashes and rel oads.

You should bring a structure online as DOVESTIC only if t he
directories on that structure were created for the sane people as
those on the system structure. One can be a subset of the other, but
a given directory nane should represent the sane person on both.
Conversely, you should bring a structure on-line as FOREIGN if the
directories on that structure were not necessarily created for the
sane people as those on the systemstructure. This is because a user
who is logged into a directory on the systemstructure is the owner of
an identically naned directory on a DOVESTIC structure, and can give
the CONNECT or ACCESS command to that directory wi thout giving a
password (provided the directory protection allows this type of access
for the owner, which is the usual case). However, a user who | ogs
into the systemstructure and gives the CONNECT or ACCESS command to a
directory wth an identical name on a FOREIGN structure nust give the
associ at ed password.

4.6 SHARI NG STRUCTURES (DI SK DRI VES) BETWEEN TWO SYSTEMS

I f you have two DECSYSTEM 20s and one or nore structures that contain
data common to both of these systens, you may want to set up your
systemto share disk drives alternately. For exanple, you could allow
System A to use the drive that contains structure ADMN in the
nmorni ng and allow System B to use this structure on the same drive in
the afternoon. THE SYSTEMS CANNOT, HOWEVER, ACCESS THE DRI VE AT THE
SAME TIME. (Refer to Chapter 12, The Common File System for the
exception.) Also, if one of your systems goes down, you can still use
the drive that is connected to both systens.

A drive that is to be shared by two systens nmust be supported by both
syst emns. For exanple, you cannot connect an RMD3 disk drive to a
DECSYSTEM 2020 and a DECSYSTEM 2065 because the 2065 system does not
support RMD3s. Also, the shared drive nust be dual -ported. Your
field service representative nust make the appropriate connections
from each DECSYSTEM 20 to a port on the disk drive. Be sure to have
the field service representative tell you which systemis connected to
whi ch port on the drive. Figure 4-4 illustrates this connection
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/ /|
/ /]
I ||
---------- A ---> Dual-Ported | |<--- B -------mmmmmiaa oo
| I DRI VE || I
| I [/ I
| I
| I
| | | I I I
------ | DECSYSTEM 20 | | DECSYSTEM 20 |-----
| I I I
| I
| I
S D | S
| FRONT- END | | FRONT-END |

Figure 4-4: Shared Di sk Drive

The port switch on this drive nust be in either the Aor B position,
unless the systenms are part of a CFS configuration. O herwi se,
TOPS-20 will not permit either systemto access the disk while it is
in the A/B position. Error nessages will be generated.

To use the drive, place the port switch in the position that
corresponds to the first systemthat is using the drive (A or B). The
operator nobunts a structure using the normal procedure. After the
first systemis no longer allowed to use the drive, the operator gives
the DI SMOUNT conmand for the structure.

To use the drive on the second system the operator |eaves the pack on
the drive (if you are wusing the sane structure), turns the drive
of f-1ine, changes the port switch to the corresponding system and
turns the drive back on. Then, the operator (or a user) gives the
MOUNT commrand to nmount the structure on this system The system
automatically recognizes that another drive is on-line and mounts the
structure.
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4.7 DETERM NI NG SWAPPI NG SPACE ON THE SYSTEM STRUCTURE

Sections 4.7.1 and 4.7.2 describe what swapping space is and how to
determne the anount of swapping space that you should allocate for
your system

4.7.1 What |s Swappi ng?

The nunber of user processes that can fit into mai n nmenory
si mul taneously depends on the size of the individual processes, the
size of the menory-resident portion of the nonitor, and the size of
menory physically available. (Only a portion of the TOPS-20 nonitor
resides in main nmenory at one tine.) If a user wishes to run a process
that is not currently in nenory, process space nust be provided. This
may necessitate noving sone ot her process out of menory. The user's
programor data that is transferred out of nmenory is placed on disk in
the swapping area. The system sets aside a portion of the disk
storage space on the systemstructure specifically for this purpose.

On sone tinesharing systems, a program must be entirely in main nmenory
to execute. Swapping then consists of noving entire prograns between
di sk and nenory. Under TOPS-20, only portions of a program (those
containing the instructions and data currently being referenced) need
be in nenory. Oher portions of the program are brought into nmenory
from disk as they are needed. |In this case, swapping consists of
novi ng portions of a programor data between disk and nenory. The
noni t or deci des which portions of which prograns to swap, and when.

The size of a programis neasured in a wunit called a page. When
swappi ng occurs, sonme of these pages are copied between nenory and
di sk.

4.7.2 \Wen to Increase Swappi ng Space

For the mpst part, the size of your swapping space depends on the
cunul ative size of processes you estimate will be on the system at any
one tine. Table 4-5 contains guidelines for estimating the anmount of
swappi ng space required for an approxi mate nunber of user jobs based
on typical requirenments. This amount is given in response to the
question, "HOW MANY PAGES FOR SWAPPI NG?" in the software installation
procedures.

The actual disk space used for swappi ng depends on the number of pages
you give. The systemrounds the nunber of pages given upward to an
i ntegral nunber of cylinders. The swapping space is divided equally
among the di sk packs in the system structure.
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You can allow for swappi ng space on structures other than the system
structure. However, this is necessary only if you plan to nount the
structure as the systemstructure in the future. Allocating swapping
space avoids re-creating the structure should you decide to nount it
as the system structure.

Al'l the nonitors are designed to default to an appropriate nunber of
pages for swapping. |In npst cases, you can take this default.

The guidelines in Table 4-5 apply to systens whose users perform many
editing jobs and an average or small amount of debuggi ng prograns and
production jobs. |If your users performa great number of debugging
and production jobs and only a small anmpbunt of editing, you should
doubl e the size of your swapping space. However, if you double the
size of your swapping space, check the nmaxi num swappi ng space al | owed
for the nonitor you are running. (The TOPS-20 KL Mbdel B Installation
Qui de lists the naxi mum nunber of swappi ng pages you can use with each
nonitor.) You cannot exceed this maximum |If you enter a nunber that
is larger than the maxi num the nonitor uses the nmaxi mum allowed. |If
you must exceed the maximum you can bring up a larger existing
nonitor, or you can tailor your nonitor by follow ng the instructions
in the BULD.MEMfile. This file is located in the docunentation
files saveset on the TOPS-20 Software Distribution tape

Tabl e 4-5: Deternining Swappi ng Space

Esti mat ed Recomrended Nunber of
Nurber of Jobs Pages for Swappi ng*

20 or less 3000

21 to 30 4500

31 to 40 6000

41 to 50 7500

* For each additional 10 jobs, increase the nunber of pages for
swappi ng by approxi mately 1, 500.

If disk space is available, it is better to overestimate the
swappi ng space needed. If not enough swapping space has been
reserved, system service may be disrupted

If you include the ENABLE JOBO-CTY-QUTPUT comand in t he

n-CONFIG CMD file, the operator is notified at the console ternina
when swappi ng space becomres | ow.
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4.8 DETERM NI NG THE AVAI LABLE DI SK SPACE

4.8.1 Determning Disk Space Before Installation

To deternmine the available disk space that you wll have to divide
anong your users before installing the system first calculate the
swappi ng space required by your system (Section 4.7.2). Second,

insert the nunber you cal cul ated for swapping space into the formula
shown in Table 4-6, and performthe appropriate steps.

Tabl e 4-6 outlines howto calculate the available disk space on the

system structure. |If you are calculating the available disk space on
ot her structures, follow this same procedure but elimnate reserving
space for any directories or areas that are not on that structure. |If

any possibility exists that a structure may be wused as the system
structure, reserve the swappi ng space.

Note that if you plan to enable the "login structure" feature in a
CFS-20 cluster (see Section 12.6.2), nuch nore swapping space is
avai l abl e on the system structures. This is because user directories
will reside on the shared login structure.

NOTE

Rermenber that as your system expands, the nunber of
pages in the <SYSTEM> and <SUBSYS> directories
i ncreases. Also, the nunber of pages reserved for
directory <SPOOL> should be increased if: (1) you
mai ntain | arge operator log files (2) users copy |arge
nunbers of files or large files to LPT:. A large
backl og of user file retrieval requests can also use
up nuch of the <SPOOL> area.
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Table 4-6: Calculating Availab

NG STRUCTURES

| e Di sk Space

TOTAL DI SK SPACE

Nunmber of RPO6 di sk drives *

m.

76000 pages
per drive

TOTAL DI SK SPACE

Nurnber bf RPO7 di sk drives *

m.

216376 pages
per drive

TOTAL DI SK SPACE

Nurber 6f RP20 di sk drives *

m.

201420 pages
per spindle

TOTAL DI SK SPACE

Nurber 6f RA60 di sk drives *

m.

90516 pages
per drive

TOTAL DI SK SPACE

Nurber 6f RA81 di sk drives *

RESERVED DI SK SPACE
Front-end file system

Swappi ng Space
(Enter nunber of pages
sel ected and all ocat ed
for swappi ng)

<SYSTEM>

<SUBSYS>

<NEW SYSTEM>

<NEW SUBSYS>

<OPERATOR>

<UETP. *>

<ROOT- DI RECTORY>

<SPOOL (you shoul d reserve)>

SUBTRACT TOTAL RESERVED SPACE
FROM TOTAL DI SK SPACE

200928 pages
per drive

= 950

1876
1780

500
1701

1000

TOTAL DI SK SPACE

TOTAL RESERVED SPACE

AVAI LABLE DI SK SPACE
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4.8.2 Determning Disk Space After Installation

Shortly after you have installed the system you can log in as
OPERATOR and give the conmand | NFORVATI ON (ABOUT) DI SK-USAGE. (One
line of output tells you the actual nunber of system pages that are
available on the systemstructure. You can divide this disk storage
anobng your users. (Refer to Chapter 5, Creating Directories.)
However, be careful about over-allocating disk space on the system
structure. |If the space allowed to user directories exceeds the space
free on the systemstructure after installation, then users can fil
up the entire system structure. But if TOPS-20 cannot free up
adequate space by expunging the system structure, then system service
may be disrupted. Even if space can be freed to allow the system to
keep running, sone user progranms nmay be disrupted.
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CHAPTER 5

CREATI NG DI RECTCRI ES

A prospective user who requires access to the system nust be assigned
a user nane (nornally the user's surnane), a password, an account, and
di sk storage quotas, and nust have a directory created for himor her
on the public structure. Optionally, you can assign certain
capabilities and/or nake the user or the user's directory a menber of
one or nore groups. (Refer to Section 5.8 for a description of howto
establish group rel ationships among users and Section 5.9 for a
description of the capabilities you can assign to users.) You can al so
create additional directories for users on nmountable structures.

This chapter describes three nmethods you can use to create and
maintain directories. Using one nethod, the operator creates and
maintains all the directories on the system A second nethod allows
you to delegate the responsibility for creating and maintaining
directories to project administrators. The third nmethod conbines the
first two methods, thus providing additional flexibility. Sections
5.1 through 5.3 explain these methods and the deternmining factors for
choosing one of them These sections also include sonme of the
deci si ons necessary to assign user nanes and capabilities, and how to
allocate disk storage according to the nethod you use to create and
maintain directories. (Refer to Chapter 4 to determ ne the amount of
di sk space available to divide anong the directories you create.)

Chapter 6 describes howto set up an accounting scheme and how to
assign and validate accounts. You should read Chapter 6 if you want
to allow users to log into the systemand charge their conputer usage
to wvalid accounts i mredi atel y after you have created their
directories.

Refer to Chapter 12, The Commobn File System for considerations in
creating directories in a CFS-20 environnent.
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5.1 HAVI NG THE OPERATOR CREATE AND MAI NTAI N ALL DI RECTORI ES ( CENTRAL
CONTROL)

In this type of installation, the operator creates a directory on the
public structure for each new user and specifies the appropriate
paraneters. The nanme of the directory is the sane as the assigned
user nane. Each user informs the operator when a change to his
directory parameters is required. This type of operation allows you
as system nmmnager to have central administrative control over al
directories and paraneters. Therefore, central control neans that you
or the operator create and maintain all the directories for all your
systemusers. Central control has two types of directory schenes.
One schene allows you to create up to approximtely 5,000 directories
per structure. The other schene allows you to use subdirectories and
create up to approximately 12,000 directories per structure.

NOTE
The nunber of directories allowed per structure is

approxi mat e, because the di sk space needed to create a
directory or file varies.

5.2 DELEGATI NG THE CREATI ON AND MAI NTENANCE OF DI RECTORI ES TO PROJECT
ADM NI STRATORS ( PROJECT CONTROL)

An alternative type of installation involves project adninistrative

control. Under this type of control, the operator creates directories
only for the users who have been designated as project administrators,
(e.qg., the representatives of nmajor departnents). The project

adm nistrators, in turn, create subdirectories for users within their
departnments or projects and control the assignment of those users

directory paranmeters. This type of control allows you to del egate the
responsibility for creating and maintaining directories for other
users and still nmaintain ultimte control over your system and its
resour ces.

Therefore, project control nmeans that nmost of the directories created
by you or the operator are project directories (e.g., MATH night be
the assigned nane of a project). The system s resources, such as disk
space, are divided anong these project directories either equally or
according to the expected size of the project. Subdirectories are
then created under project directories for users within the project.
The peopl e who have been appointed project |leaders or admnistrators
are responsible for creating, assigning paranmeters to, and nai ntaining
the subdirectories within their project. The resources that you
allocate to the project directory are divided anong its subdirectories
by the project adnministrators. Under project control, you are allowed
to create up to approxi mately 12,000 directories (including
subdirectories) per structure.
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5.3 COVBI NI NG CENTRAL AND PRQIECT CONTRCL

A conbi nation of central and project control can be used if you want
to keep the majority of the user directories at the nmanagenent |eve
of control and separate only a portion of your system into projects
and adm ni strative control.

Therefore, conbining central and project control neans that the
operator creates and maintains directories for nobst of the system
users and creates project directories for special projects. The
proj ect adm ni strators create directories under the project
directories and are responsible for maintaining them Conbi ning the
t wo types of control still allows up to approximately 12,000
directories per structure.

5.4 CENTRAL AND PRQIECT CONTROL DESCRI PTI ONS
Sections 5.4.1 through 5.4.4 describe the two types of centra
control, project control, and the conbination of central and project
control. Each description includes:

0 The determining factors for choosing a particular contro

0 The directory format for each type of control

0 The procedure for assigning user nanes

0 The procedure for creating user directories

0 The procedure for creating files-only directories

0o The restrictions, if any, that apply to using a particular
contro

Al so, any additional considerations that apply to headi ngs within each
description are included.

Read each description thoroughly. The first central contro
description contains very general information and suggestions that
apply to all the directory schenes.
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5.4.1 Central Contro

DETERM NI NG FACTORS

0 Your business installation is relatively unconpl i cat ed;
therefore, there is no need to separate projects and assign
the creation and control of directories to vari ous
adm ni strators. All the directories on the system are
created and mai ntai ned by you or the system operator.

0 You are sure that the nunber of directories you need is |ess
t han approxi mately 5, 000.

FORVAT:

<ROOT- DI RECTORY> can point to approximately 5,000 directories per
structure.

All directories under <ROOT-Dl RECTORY> are on one | evel.

ASSI GNI NG USER NAMES:

The user nanme that you assign should include the wuser's last nane.
This convention is true for any type of directory schene that you use.
The system uses this nanme when recording the authors of files, sending

mail to wusers, and displaying system status. |If you followthis
convention, you can easily identify who is using the system when you
give a SYSTAT command. |If just using last names will not result in

duplications, you can sinply use the last nanes. Qherw se, you m ght
want to wuse the first and mddle initials followed by the | ast nane.
(I'f a user has no mddle initial, you can use a dash in its place.) It
is nost convenient for users when wuser nanmes begin with unique
characters, allowing use of "recognition" when typing user or
directory nanes. Use of leading initials often yields this result.

CREATI NG USER DI RECTORI ES

Al'l directories are created using the "ECREATE command. (Only users
who have WHEEL or OPERATOR capability enabl ed can use this command.)
In the next exanple, the operator is connected to the public structure
PUBLIC. and uses the "ECREATE conmand to create a new directory naned
<BECKER> for the user who has been assigned the wuser nane BECKER
Al so, the operator assigns the password MARTI N

@ENABLE ( CAPABI LI TI ES) <RET>
$7"ECREATE (NAVE) PUBLI C. <BECKER><RET>
[ NEW

$SPASSWORD MARTI N<RET>

$$<RET>

$DI SABLE ( CAPABI LI Tl ES) <RET>

@
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This directory is called the user's logged-in directory and is always
on the public structure. Wenever the user logs into the system he
is connected to this directory. He can remain in this directory or
connect to and use files in another directory.

Refer to the TOPS-20 Operator Command Language Reference Manual for a
conpl ete description of the "ECREATE comand t hat the operator uses to
create new directories, and the ULIST programthat prints information
about all the directories on the system

After creating a new directory (either files-only or user), renenber
to update the tape containing the nonitor, TOPS-20 Command Processor,
DLUSER, DLUSER data, DUMPER, <SYSTEM>, and <SUBSYS>. (Refer to
Chapter 7, System Backup Procedures.)

CONS| DERATI ONS:

If two users have nistakenly been assigned the sane user nane and you
try to create the second directory with this duplication, the system
prints [OLD] instead of [NEW. G ve the ABORT subconmand, assign the
user a slightly different user nane, and reissue the "ECREATE conmand
with the new directory nane. A common practice is to precede such

nanes wth the user's first initial. This allows recognition on the
user or directory name wthout typing the entire name and the
di stingui shing character. For instance, if you have the two users

St ephani e Shel don and Andrew Shel don, you shoul d assign themthe user
nanmes S- SHELDON and A- SHELDON or SSHELDON and ASHELDON rat her than use
the nanmes SHELDON-S and SHELDON- A

CREATI NG FI LES- ONLY DI RECTORI ES

If a user wants to have a library area in addition to his 1|ogged-in
directory, you can create a files-only directory on the public
structure or on another structure. The user can gain owner privileges
to this directory by giving the CONNECT command and the password
associated with the directory. If the directory is Ilocated on a
regul ated nmountable structure,the wuser nust also give the MOUNT
command to use the structure before he gives the CONNECT command. The
user cannot give the ACCESS command for or log into a files-only
directory. For exanple, if you have a user named BECKER who processes

payroll on a regular basis, he my want to develop the payrol
prograns in his directory and keep the payroll data in a nore
restricted directory. To acconplish this, you can create on the

public structure the | ogged-in directory <BECKER> and the files-only
directory <PAYROLL>. The directory <PAYROLL> can be on some ot her
structure, (e.g., ADM N: <PAYROLL>). BECKER now has nornmal protection
on his directory, nore restrictive protection on the directory
<PAYROLL> and can still CONNECT to <PAYROLL> by giving its password.
BECKER cannot, however, give the ACCESS command for or log into
<PAYROLL>
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The next exanple shows how to create the directory <PAYROLL> on the
public structure MAIN:

@ENABLE ( CAPABI LI Tl ES) <RET>

$7"ECREATE (NAME) MAI N: <PAYROLL><RET>

[ NEW

$SPASSWORD MONI ES<RET>

$$FILES (ONLY) <RET>

$$PROTECTI ON ( OF DI RECTORY) 774000<RET>
$$SDEFAULT (FI LE) PROTECTI ON 770200<RET>
$$<RET>

$DI SABLE ( CAPABI LI Tl ES) <RET>

@

Now i f user BECKER | ogs in and wants to use the files in <PAYROLL>, he
can give the foll owi ng CONNECT conmand:

@CONNECT ( TO DI RECTORY) <PAYROLL><RET>
Password: npni es<RET>

The TOPS-20 Qperator Command Language Reference Manual describes al
the paraneters you can give to directories and describes howto create
directories on nountable structures.

CONS| DERATI ONS:

Wien you create additional directories on nountable structures,

consider if files-only directories are suitable. Sone users will not
want to give the CONNECT command to a directory each tine they require
owner access to the files in that directory. Al so, files-only

directories are nenbers of groups only as directory group nenbers and
not wuser group nenbers. Therefore, if you create ALL the directories
on a structure as files-only, you cannot establish any valid user
group relationships anobng those directories. (Refer to Section 5.8
for a description of setting up groups.)

Conversely, if you create user directories, users can give the ACCESS
command to their additional directory and gain owner and group
privileges without connecting to the directory, and they can use ot her
directories on the structure as group nenbers. Also, if the nane of
the directory you create is the same as the wuser's 1|ogged-in
directory, and the structure is nounted as DOVESTIC, the user does not
have to specify a password when giving the CONNECT or ACCESS conmand
to the directory. (Refer to Section 4.5.7.) This is valuable when the
user is submitting a batch job. No password is required on the batch
i nput; therefore, security is preserved. |n addition to creating user
directories on the structure, you can create files-only directories to
be used as |ibrary areas.



CREATI NG DI RECTCRI ES

It is also possible to create only one user directory on a structure
and to create all other directories as files-only. |In this case, al
users required to use a files-only directory on the structure could
gi ve the ACCESS command to the user directory (gaining owner and group
privileges), and use the files in a files-only directory according to
the group protection codes set. This would be useful if you have a
private structure that contains several library areas that are conmobn
to the owners of the private disk pack(s). Each owner could give the
ACCESS command for the one user directory and gain group privileges to
all the library directories. Therefore, these users would need only
one password to gain access to all the information on the pack.

Note that defined groups nmay provide better security controls than
passwor ds. If the password for the ADMN <PAYROLL> directory is
MONI ES, it might be guessed, or user BECKER may wite it down or tel
it to sone other wuser. On the other hand, group nenbership can be
centrally controlled, and the access can be withdrawn, if necessary.
Also, the directory structure provides a record of group nenberships,
whi ch can be displayed with the ULI ST program Wse use of directory
protections can allow user nenbers of a group to connect to a
files-only directory without giving a password.

Refer to the TOPS-20 User's Quide or the TOPS-20 Conmands Reference
Manual for a conpl ete description of the CONNECT and ACCESS conmands.

RESTRI CT1 ONS:

The nunber of directories you create per structure cannot exceed
approxi mately 5,000. This nunber is an approxi mati on because the disk
space that it takes to create a directory or file varies.

5.4.2 Central Control Using Subdirectories

DETERM NI NG FACTORS

0 As stated in the previous directory schenme, your installation
does not warrant segregation of projects and control.
However, this directory schene allows nore directories per
structure than the previous central control schenme. You or
the operator can create up to approxi mately 12, 000
directories per structure and assign and nmaintain all the
directory paraneters.

0 You can easily expand into a form of project control by
addi ng project directories, and still maintain control at the
managenent | evel over the najority of the wuser directories.
(Refer to Section 5.4.4, Conbined Central and Project
Control .)
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FORMAT:

<ROOT- DI RECTORY> points to 26 directories. The nane of each directory
is aletter of the al phabet, <A>, <B> <C, ..., <Z> The directories
point to all wuser and files-only directories. The single-letter

directories are on one |evel bel ow <ROOT-DI RECTORY>. The user and
files-only directories are on a second |evel below <ROOT-DI RECTORY>
and are pointed to by the al phabetic directories.

Al so, the directories pointed to by the single letter directories,

(e.g., <A JONES>), can be allowed to create directories under them
Perhaps user A. JONES wants to create one or two subdirectories to
store special files, such as nenos. The user is responsible for

mai ntaining the directory he created and is allowed to use only the
di sk quota you originally allocated to his logged-in directory. Refer
to Section 5.4.3, Project Control, if you would like to allow sone
users to create directories of their own.

ASSI GNI NG USER NAMES:

Each user nane that you assign should be as close as possible to the
user's last nane prefixed by a first initial and a period. For
exanpl e, Charl es Baker woul d be assigned the user nane C. BAKER  Under
this type of directory scheme, you must follow the principle of
prefixing the nane with the first initial and a period.

CREATI NG USER DI RECTORI ES

Have the operator create 26 directories using the ~"ECREATE command.
The nanme of each directory is a letter of the al phabet, that is, <A>
t hrough <z>.

The theory behind creating these al phabetic directories is the sanme as
described in Section 5.4.3. That is, you nust create directories that
are allowed to have subdirectories. The directories <A>, <B> ...,
<Z> can have approximately 5,000 user and files-only directories under
them Therefore, you nust include sone of the same paraneters in
these directories, as you would in project directories.

Refer to the TOPS-20 Operator Command Language Reference Manual for a
conmplete description of the paraneters that are defined when the
operator uses the "ECREATE command to create directories, and the
ULIST program that prints information about all directories on the
system

The procedures for creating the al phabetic directories and the user
and files-only directories under themare described below. In the
exanple, COWON: is the nane of the public structure.
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NOTE

The general considerations described in Section 5.4.1
for <creating directories are also applicable to this
directory description

Even though the al phabetic directories are not associated with wusers,
they nust be created as log-in directories. However, do not assign
passwor ds. This prevents users from gaining access to t hese
directories.

@NABLE ( CAPABI LI TI ES) <RET>
$AECREATE (NAME) COMMVON: <A><RET>
[ NEW

$$

Assign each directory a |arge nunber for creating subdirectories, for
exanpl e, 400.

$SVAXI MUM SUBDI RECTORI ES ( ALLOWED) 400<RET>

Because nmany wuser directories are created under each of these
al phabetic directories and the page quota (disk space) fromthese
al phabetic directories is divided anong (or passed on to) the user
directories, you nust assign the alphabetic directories a very |arge
per manent and worki ng page quota. Assigning thema sufficiently |arge
page quota prevents any of these al phabetic directories from exceeding
their page quota, thus requiring you to nake a change to the quota at
a later tine. Therefore, assign each directory at |east 500,000 pages
of permanent and working di sk page quota

$$SPERVANENT (DI SK STORAGE PACGE LI M T) 500000<RET>
$SWORKI NG (DI SK STORAGE PACE LIM T) 500000<RET>

Assign a list of SUBDI RECTORY- USER- CROUP nunbers to each directory.

The 1list should be the sane for each directory. The range of nunbers
you use depends on how many groups you plan to establish, (e.g., 5
groups, 10 groups, 40 groups). The nunbers used in the follow ng
exanpl es are for illustration; you can choose any sequence

$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 200<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 201<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 202<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 203<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOVWED) 204<RET>

Later, when you create a user directory and place that user in a user
group, you nust enter one of the nunbers in this list. No other
nunbers will be valid. (Refer to Section 5.4.3, for a nore detailed
description of why you are using this Iist of nunbers, and Section 5.8
for establishing valid group relationships.)
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In the followi ng exanple, the operator is connected to the public
structure COWON: and creates the first two directories, <A> and <B>

@ENABLE ( CAPABI LI TIES) <RET>

$NECREATE ( NAME) COVMON: <A><RET>

[ NEW

$SVAXI MUM SUBDI RECTORI ES ( ALLOWED) 400<RET>
$SWORKI NG 500000<RET>

$$SPERVANENT 500000<RET>

$3$SUBDI RECTORY- USER- GROUP ( ALLOVWED) 200<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOVWED) 201<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOVWED) 202<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOVWED) 203<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOVWED) 204<RET>
$S<RET>

$

$NECREATE (NAME) COVMON: <B><RET>

[ NEW

$SMAX 400 ! You can use abbrevi ati ons<RET>
$SWORKI NG 500000<RET>

$$SPERVANENT 500000<RET>

$$SUB 200<RET>

$$SUB 201<RET>

$$SUB 202<RET>

$$SUB 203<RET>

$$SUB 204<RET>

$S<RET>

$ !'Continue creating directories <C

$ !'through <Z> in exactly the sane manner.

After all 26 directories are created, you can give the DI RECTORY
command to see all the directory files that have been created under
<ROOT- DI RECTORY>.

$DI R COVMON: <ROOT- DI RECTORY>

COWVMON: <ROOT- DI RECTCORY>
A. DI RECTCRY. 1
B. DI RECTCRY. 1
C. Dl RECTORY. 1
Z. DI RECTCRY. 1
Next, after all 26 alphabetic directories have been successfully

created, the operator again uses the "ECREATE conmand and creates all
the user directories.
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In the exanple below, the operator is connected to the public
structure COVMON: and creates a directory naned <A JONES> for the
user who has been assigned the user nanme A.JONES. This directory is
A Jones' log-in directory on the public structure. Each time A
Jones logs into the system he is connected to directory <A JONES>.
In this exanple, the operator also assigns the password 2BY4. The
operator gives the directory the systemdefault of 250 pages for both
wor ki ng and pernanent di sk quota. Because he is using the default, he
does not have to make any entries for these two paraneters. The 250
pages given to this directory are taken fromthe superior directory's
quota (directory <A>). (The PRESERVE subcomand can be issued to
avoid having the disk space quota subtracted from the superior
directory's allocation.) The operator also places user A JONES in user
group 202 and places directory <A . JONES> in directory group 202

@NABLE ( CAPABI LI Tl ES) <RET>

$7ECREATE ( NAVE) COWMMON: <A. JONES><RET>
[ NEW

$SPASSVWORD 2BY4<RET>

$$USER- OF- GROUP ( NUMBER) 202<RET>

$$DI RECTORY- GROUP ( NUMBER) 202<RET>
$$<RET>

$DI SABLE ( CAPABI LI Tl ES) <RET>

@

After creating any new directories (either files-only or user), you
should update the backup tape that contains the nonitor, TOPS-20
Command Processor, DLUSER, DLUSER data, DUMPER, <SYSTEM>, and
<SUBSYS>. (Refer to Chapter 7, System Backup Procedures.)

CONS| DERATI ONS:

| f users have duplicate first initials and |ast nanmes, you can use
mddle initials. For exanple, if two users have the nanme C. BAKER, you
can assign either one of thema user name in the form CL.BAKER or
C. LBAKER. If you use the form CL. BAKER you nust create a directory
<CL> in addition to directory <C. If you do not «create this
additional directory wth the wuser's first and mddle initial, you
will receive error nessages and wll not be able to create the
directory <CL.BAKER>. If, instead, you assign user Baker the user
name C.LBAKER (the preferred nethod), you can create the directory
<C.LBAKER> as described above using the standard procedure. You do
not need to create the additional directory <CL>. Alternatively, you
could create two levels of "initial" directories, and assign users to
third-level directories based on their first and niddle initials
followed by their |ast nanes, for exanple, C. L.BAKER

If a wuser requires special capabilities to perform privileged
functions, the operator can include the parameter for the capability
in the user's directory accordingly. (Refer to Section 5.9 for a
description of the capabilities you can assign to certain users who
requi re them)
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CREATI NG FI LES- ONLY DI RECTORI ES

If a user wants a library area in addition to the |ogged-in directory,
you can create a files-only directory.

Files-only directories can also be prefixed by a letter and a period.
Because the first nane initials of users do not always enconpass every
letter in the al phabet, you may want to use those infrequently used
letters as the prefix to the files-only directories, e.g., <X FORLIB>
or <Z.TESTS>. Alternatively, you can place the files-only directories
under a special prefix, such as LIB., or place themdirectly under the
root directory. The exanple bel ow shows how to create the directory
<X. FORLIB> on the public structure PUBLIC.. The operator assigns the
password SQUASH, nmekes the directory files-only, takes the 250-page
default for working and permanent di sk storage quotas, and places the
directory in directory group number 202. (User nenbers of groups 202
can now accesss this directory and the files it contains according to
group protections.)

@ENABLE ( CAPABI LI Tl ES) <RET>

$"ECREATE (NAVE) PUBLI C. <X. FORLI B><RET>
[ NEW

$$PASSWORD SQUASH<RET>

$$FI LES- ONLY<RET>

$$DI RECTORY- GROUP ( NUMBER) 202<RET>
$$<RET>

$DI SABLE ( CAPABI LI Tl ES) <RET>

@

Foll ow the procedures in the TOPS-20 QOperator's Q@iide for creating
directories on nountable structures.

CONS| DERATI ONS:

The CONSI DERATI ONS described in the previ ous central contro
description (Section 5.4.1) for files-only directories also apply to
this description.
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If the number of files-only directories you want to create is snmall,
you can create themon the sane |evel as the al phabetic directories.
That is, <X FORLIB> can be created as <FORLIB>. Your directory schene
may | ook |ike:

<ROOT- DI RECTCORY>

<A. JONES> <X. FORLI B>
or:

<A>. .. <J>... <Z>... <FORLIB>

<A. JONES>

RESTRI CT1 ONS:

The nunber of directories you can create per structure cannot exceed
approxi mately 12, 000.

The nunber of subdirectories wunder a single-letter directory, for
exanpl e, <A>, cannot exceed approxi mately 5, 000.

If you reach the maxi mum nunber of directories allowed per structure,
the system prints the nessage:

?MAXI MUM DI RECTORY NUMBER EXCEEDED -- | NDEX TABLE NEEDS EXPANDI NG
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If you reach the maxi mum nunber of subdirectories that a single letter
directory can point to, the systemprints the nessage:

?SUPERI OR DI RECTORY FULL

You can define up to only 40 user groups with the 2ECREATE command,
because all the wuser groups nust be specified as subdirectory user
groups in the superior single-letter directory. This is not as great
a problem when all the wuser directories are directly under the
ROOT- DI RECTORY

If you make a superior directory FILES-ONLY, be sure to make all its
subdirectories FILES-ONLY. Oherwise, you will be unable to recreate

the subdirectories (refer to Chapter 9) if the structure is damged,
until all the superior directories are made not FILES- ONLY.

5.4.3 Project Control

DETERM NI NG FACTORS

0 The conmplexity and perhaps geography of your organization
warrants separating small or Jlarge groups of users into
projects. The responsibility for creating and nmintaining
t he directories within a project can be given to an
adm nistrator. This is especially helpful if a large nunber
of wusers have directories on the system This nethod frees
the operator from spending an excessive anount of tine
creating directories and changi ng directory paraneters.

0 Even though you delegate the task of <creating and nmanaging
groups of directories to project adnministrators, you still

mai ntain ultimte control of the overall system and its
resour ces. This neans that you still determine and all ocate
t he di sk space that each project uses. The admni ni strator

di stributes the disk space you allocate to directories within
the project. Al so, administrators can create and nmaintain
directories for their projects wthout having WHEEL or
OPERATOR capabilities by using the TOPS-20 BU LD comand.
Therefore, you do not weaken the security of your system
Unless you give WHEEL or OPERATOR capabilities to an
adm nistrator, he cannot assign those capabilities to other
users.
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0 In addition to allowing adm nistrators to create directories
for a project, you can allow other users of the systemto
create subdirectories. These users can separate and store
files in a subdirectory. According to the protection they
pl ace on their subdirectories, they can share their files
with other wusers wthout losing the security of their
superior directory. The users are responsible for
mai ntaining the directories they create.

o Up to 12,000 directories (including subdirectories) can be
created per structure.

FORVAT:

<ROOT- DI RECTORY> can point to approximately 5,000 directories per
structure.

Each directory under <ROOT- DI RECTORY> can point to approxi mately 5,000
subdi rectori es.

Each subdirectory can al so point to approximately 5,000 subdirectories
directly under it.

The nunber of subdirectory levels is deternm ned by a maxi mum | ength of
39 al phanuneric characters, because each subdirectory nane contains
the name or nanmes of any superior directories above it. For exanple,
the wuser who owns directory <PHYSICS> under <ROOT- DI RECTORY> creates
the subdirectory <PHYSICS. LAB-12>. The new subdirectory nanme (LAB-12)
has its superior directory's name (PHYSICS) as its prefix. The period
separates the different |levels of the directory name and is counted as
one of the characters in the directory nane.

ASSI GNI NG USER NAMES:

The nanes that you assign to users should be as close as possible to
the wuser's last nane. |In addition, the project nanes that you assign
and that will be used for project directory nanes should be closely
related to the project, e.g., PHYS night be used for Physics and PHYED
for Physical Education.

When you give a SYSTAT command, the user surnames and obvi ous project
nanes nake it easier to identify who is using the system and under
whi ch proj ect.

CREATI NG PRQJECT AND USER DI RECTCRI ES:

The user and project directories that <ROOT-DI RECTORY> points to
(first-level directories) are created by you or the operator using the
NECREATE conmand
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The procedures you should use and the paraneters that you nust include
in these directories are described bel ow

Create all project directories as log-in (user) directories. You
woul d not create a project directory as files-only, because files-only
directories cannot have log-in directories created under t hem
However, log-in project (or user) directories can have both | og-in and
files-only subdirectories.

Assign a disk storage quota to each project directory. This quota
nmust be | arge enough to accommpdate both the files that are contained
in the directory and the directories that are created under it. Each

tinme a directory is created under a project directory, that
directory's disk quota is taken from the project directory's disk
quot a. The total disk quota for directories created under a project
directory cannot exceed the quota originally given to the project
directory.

In the exanple below, the operator begins to create the project
directory <CHEM>. He creates the directory as a log-in directory on
the public structure ORANGE: and assigns the password H20. Thi s
procedure allows an admnistrator to log into the directory, giving
its password, and create the required subdirectories. He may also
want to store his files in this directory. The operator gives the
directory a 10, 000-page working and a 10,000-page pernanent disk
st orage quot a.

@NABLE ( CAPABI LI TI ES) <RET>
$AECREATE (NAME) ORANGE: <CHEM><RET>
[ NEW

$$PASSWORD H20<RET>

$$SWORKI NG 10000<RET>

$$PERMANENT 10000<RET>

$$

Next, the operator enters the paranmeter that allows the ower of the
project directory to create subdirectories. This paraneter, called
MAXI MUMF SUBDI RECTORI ES ( ALLOWED), specifies how many directories can
be created under the directory. Unless you enter this parameter (the
default is 0), the owner of t he directory cannot create
subdi rectori es. For exanple, all users of the systemcan type the
BUI LD command to the TOPS-20 Conmand Processor, but only those users
who have the MAXI MUM SUBDI RECTORIES (ALLONED) parameter in their
directory with a nunber greater than zero can actually use the BU LD
comand to create subdirectories.
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The following entry in the sanple project directory <CHEM> allows the
adm ni strator to create 100 subdirectories.

$$VAXI MUM SUBDI RECTORI ES ( ALLOVWED) 100<RET>

The adnministrator who is responsible for this sanple project mght
create 60 directories under the project directory and give each
subdirectory approxi mately 50 pages of working and permanent disk
quot a. He keeps enough pages in the project directory to allow that
directory's files to growand to create additional subdirectories.
(Refer to the TOPS-20 Commands Reference Manual for the description of
the BU LD command, including distributing working and permanent
storage quotas and maxi mum subdi rectory quotas.)

Al so, sone of the MAXI MUM SUBDI RECTCORI ES (ALLOVWED) quota given to the
project directory can be given to a subdirectory so that directories
under it can be created. The quota for the project directory is
decrenented by the anobunt of quota given to the subdirectory.

For exanple, directory <CHEM> is given a subdirectory quota of 100.
The administrator creates the directory <CHEM STUDENT> under <CHEM>
and gives the directory a subdirectory quota of 10. The nunber of
subdirectories that can now be created under <CHEM> is 89. |If the
adm ni strator creates another subdirectory under <CHEM> cal |l ed
<CHEM STUDENT2> and gives that directory a subdirectory quota of 6,
the nunmber of subdirectories that can now be created under <CHEM> is
82.

If the adm nistrator gives an | NFORMATION (ABOUT) DI RECTORY <CHEM>
command, the output line for maxi num subdirectory quota is:

MAXI MUM NUMBER OF SUBDI RECTCRI ES ALLOWED 84

The two directories <CHEM STUDENT> and <CHEM STUDENT2> that were
created under <CHEM> account for the two subdirectories not shown in
t he subtraction.

Next, the operator enters the paranmeter that allows the admnistrator
for this project to place users in groups. The adm nistrator can use
the group facility as described in Section 5.8 to set up library
directories and allow file sharing among nenbers of the project.

The SUBDI RECTORY- USER- GROUP par anet er accepts a nunber between 1 and
262143 as its argunent. You can list a range of nunmbers that the
adm ni strator can use to establish groups within the project; however,
you nust enter each nunber separately. Be careful to assign a range
of nunbers that is unique to that project. For exanple, project
directory <CHEM> may be given the range:
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$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 2600<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWNED) 2601<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 2602<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 2603<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWNED) 2604<RET>

Project directory <PHYSICS> nmay be given the following range of
nunbers different from project CHEM

$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 3001<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 3002<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 3003<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWED) 3004<RET>
$$SUBDI RECTORY- USER- CROUP ( ALLOWNED) 3005<RET>

If you assign the sanme range of nunbers to different projects, you can
cause a security break anpng projects. For exanple, a user in group
2602 in project CHEM should not be able to access, as a group nenber,
the directories and files in project PHYSICS.

The range of nunbers placed in a project (or wuser) directory's
paranmeter list does not inply that the directory or any of its
subdirectories has access to those groups. It neans only that the
admi nistrator (or owner of the directory) can use those group nunbers
to establish group relationships anong that directory and its
subdirectori es.

The followi ng exanpl e shows the conpleted parameter list for the
sanpl e project directory <CHEM>:

@ENABLE ( CAPABI LI TIES) <RET>

$ "ECREATE (NAME) ORANGE: <CHEM><RET>
[ NEW
$SPASSWORD H20<RET>

$SWORKI NG 10000<RET>

$$PERVANENT 10000<RET>

$$SMVAXI MUM SUBDI RECTORI ES ( ALLOVED) 100<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOWED) 2600<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOWED) 2601<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOWED) 2602<RET>
$$SUBDI RECTORY- USER- GROUP ( ALLOWED) 2603<RET>
$3$SUBDI RECTORY- USER- GROUP ( ALLOWED) 2604<RET>
$$<RET>

$ DI SABLE ( CAPABI LI TI ES) <RET>

@

Refer to the TOPS-20 Operator's Quide for a conplete description of
t he "ECREATE conmand that the operator uses to create new directories,
and the ULIST program that prints information about al | t he
directories on the system
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After creating a new directory (either user or files-only), renenber
to update the backup tape that contains the nonitor, TOPS-20 Conmand
Processor, DLUSER, DLUSER data, DUMPER, <SYSTEM>, and <SUBSYS>.
(Refer to Chapter 7, System Backup Procedures.)

CONS| DERATI ONS:

If two projects or users have m stakenly been assigned the sane nane,
and vyou try to create the second directory with this duplication, the
systemprints [OLD] instead of [NEW. Gve the ABORT subconmand,
assign the user or project a slightly different name, and reissue the
NECREATE command with the new directory nane.

A subdirectory is just like any other directory. It can be |ogged
into (if it is not specified as files-only), it can be a nenber of
user and directory groups, and it obeys the usual protection
mechani sns. Therefore, there are no inplied rights between a
directory and its subdirectories, or between two subdirectories of the
same directory. Files have three protection fields: owner, group

and worl d; and each directory has the sane three protection fields.
Refer to Section 5.7 for a description of directory and file
prot ections.

The only additional rights that the owner of a directory has over that
directory's subdirectory is the power to change its paraneters (e.g.
directory protection, password, or group nenberships), or to use the
KI LL subcommand, which del etes the subdirectory.
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If you or another user choose to delete a directory, you nust first
delete any subdirectories wunder the directory. You cannot delete a
directory or subdirectory that has existing subdirectories. Thi s
protection insures that sonmeone (possibly an adninistrator of a
project) does not accidentally delete a directory that points to a
large portion of the database. The operator or administrator nust
connect to the directory imrediately above the | owest | eve

subdirectory to begin deleting any directories. For exanple, if the
owner of the directory <PHYSICS> wants to delete the directory
<PHYSI CS. LAB- 12>, he nust first connect to directory <PHYSICS. LAB- 12>
and delete any of its subdirectories. Then, he connects to directory
<PHYSICS> and gi ves the KILL subcommand to delete directory
<PHYSI CS. LAB-12>. Note that the operator is the only person who can
delete the directory <PHYSI CS>

If you or the adm nistrator choose to grant special capabilities to a
user, you can include the parameter for the capability in the user's
directory. (Refer to Section 5.9 for a description of t he
capabilities you can assign to certain users.) You should instruct the
admi nistrator to informyou when special capabilities are given to a
system user. You are protected agai nst users randomy giving other
users special capabilities, because the operator or the admnistrator
who assigns special capabilities to a user nust have (as a user) those
sane capabilities. A person with WHEEL or OPERATOR capabilities can
assign any capability to another user. Al so, the user or operator who
is assigning the capabilities nust have those capabilities enabled at
the tinme the privileged paraneter is entered into the wuser's
directory.

Once a SUBDI RECTORY- USER- GROUP nunber has been allocated to a project

directory, be careful about renmoving it. |If it is in use in any of
the subdirectories, either as a USER OF-GROUP nunber or as a
SUBDI RECTORY- USER- GROUP  nunber, you wll be unable to recreate the

subdirectories (refer to Chapter 9) if the structure is damaged, unti
you manually restore the SUBDI RECTORY- USER- GROUP number into all the
superiors.
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CREATI NG FI LES- ONLY DI RECTORI ES

Admi nistrators or users can have library areas in addition to their
| ogged-in directories. They can wuse the BU LD command and create
files-only directories under their |logged-in directories, provided you
have given them the capability to do so by adding the MAXI MUM
SUBDI RECTORI ES (ALLOWED) paraneter to the directory that will contain
the subdirectories.

CONS| DERATI ONS:

Refer to the CONSI DERATI ONS under the first description of Centra
Control, Section 5.4.1. These considerations also apply to Project
Admi ni strative Control .

RESTRI CTI1 ONS:

0 You cannot exceed approximately 12,000 directories per
structure.

0 The nunber of directories that a superior directory points to
cannot exceed approxi mately 5, 000.

If you reach the maxi mum nunber of directories that you can create on
a structure, the systemprints the nessage:

?MAXI MUM DI RECTORY NUMBER EXCEEDED -- | NDEX TABLE NEEDS EXPANDI NG

If either you or an admnistrator reach the maxi mum nunber of
directories that can be created under a superior directory, the system
prints the nmessage

?SUPERI OR DI RECTORY FULL
0o Files-only directories cannot have | og-in subdirectories. |If
you want to allow a wuser to create wuser (log-in)

subdirectories wunder his directory, you nust nmake his
directory a log-in directory.
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5.4.4 Conbined Central and Project Control

DETERM NI NG FACTORS

0 Only a portion of your organization warrants being separated
into projects. The directories for the magjority of the user
community are created and naintained at t he centra
managenment | evel . But, where project administration is
appropriate, the task of creating and managing directories
within a project is given to administrators.

o For example, if your conpany has groups of wusers wth
terminals in several distant |ocations, you may want to have
the admi nistrator at the renote |ocation create and nmaintain
all the directories for that site. You can create a project
directory for the renote |ocation, perhaps using the nanme of
t he site as the project directory nane (for exanple,

<CH CAGO>> or <CHI C>, <SEATTLE>, ...). The renmining user
directories at the central |ocation are created by the system
oper at or.
FORNVAT:
<ROOT- DI RECTORY> points to all the project directories and 26
al phabetically named directories, <A> through <Z>. The project
directories point to the user and files-only directories that an
adm nistrator creates for a given project. The directories <A>

through <Z> point to user and files-only directories created and
mai nt ai ned by the operator. These directories can also be allowed to
have subdirectories.

ASSI GNI NG USER NAMES:

If you create any wuser directories that are poi nt ed to by
<ROOT- DI RECTORY>, assign project nanmes and wuser names in the sane
manner as descri bed under Project Control, Section 5. 4.3. Agai n,
assign the 26 directories that will point to the majority of the user
directories, the nanes <A>, <B> <C .... <Z>  The user nanes that
will be the directory nanes under the al phabetic directories should,
as previously stated, be the wuser's surname prefixed by a first
initial and a period. (Refer to Section 5.4.2, Central Control Using
Subdi rectories.)

CREATI NG USER AND FI LES- ONLY DI RECTORI ES

Create the user, files-only, and <A> through <Z> directories by
following the instructions in Section 5.4.2.

Create the project directories according to the instructions in
Section 5.4.3, and distribute the description of the BU LD conmand
(TOPS- 20 Commands Reference Manual) to the administrators who are
responsi ble for creating the user directories within their project.
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CONS| DERATI ONS:

Al'l the considerations that apply to both Central and Project Contro
al so apply to conbining the two types of control

You may want to allow users whose directories are created by the
oper at or to create several directories under their |ogged-in
directories. For exanple, user A SMTH creates the subdirectory
<A. SM TH. MEMOS> to store files that he wants to keep separate fromhis
programming files. This user uses the BULD conmmand to create the
number of subdirectories that he is allowed to create and divides the
quota for his logged-in directory anong the directories he creates.

In general, users can store files in these directories or, if they set
the appropriate protection, can share the files in these directories
with other users.

RESTRI CTI1 ONS:

Conbi ned Central and Project Control allows up to approximately 12,000
directories per structure.

The nunber of directories that a superior directory can point to
cannot exceed approxi mately 5, 000.

If you reach the nmaxi mum nunber of directories per structure, the
system prints the nessage

?MAXI MUM DI RECTORY NUMBER EXCEEDED -- | NDEX TABLE NEEDS EXPANDI NG

If you reach the maxinmum nunber of directories that a superior
directory can point to, the systemprints the nessage:

?SUPERI OR DI RECTORY FULL

5.5 ALLCCATI NG DI SK STORAGE QUOTAS

In Chapter 4 you deternined the amount of disk space that is avail able
on the system structure after installation. Once you know the
avai | abl e di sk space, you can decide how to allocate it anobng the
directories you create. Each directory is given a nunber of pages for
both working-storage and pernanent-storage allocations. Wor ki ng
storage refers to the disk space that a user can have during the tine
he is logged-in. Pernmanent storage refers to the total disk space
that a user can have to store files after he has | ogged-out.
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The nunber of pages that you should assign to directories depends on
whet her you (or the operator) are creating all the directories on the
system (central control) or you are delegating the task of creating
and mai nt ai ni ng directories to project adnministrators (project
control). Wen using central control, you may divide the disk space
equally anobng directories, giving regard to special requirenents of
certain users. In the case in which the operator creates project
directories, you should allocate a disk quota large enough to
accommodat e the expected size of each project. Remenber that project
directories mnust distribute their disk space to the directories
created under them

Several inportant points about working and permanent allocations are
di scussed bel ow.

Assign a | arge (2000-3000 page) working-storage allocation to users
who perform considerable sorting because the tenporary files required
for this operation can occupy substantial disk space.

As the nunmber of users on the systemincreases and your di sk space on
the public structure becones |ow, you can decrease the working-storage
and permanent allocations on the public structure to add new 1log-in
directories. If you have additional disk drives not used by the
public structure, you can accomvpdate the directories with many or
large files by creating other structures and directories. Users wll
log into their directories on the public structure, request the
operator to nount the proper structure using the MOUNT command, and
access their additional directories with the ACCESS and/or CONNECT
command. Note that in setting up the system it is easier to accustom
users fromthe start to use other structures than to reorganize the
structures and retrain users after space has run out on the public
structure.

5.6 ENFORCI NG DI SK STORAGE QUOTAS

Wor ki ng-storage allocations are strictly enforced. Users cannot
exceed their working-storage allocations unless they enable WHEEL or
OPERATOR capabi lities. (Refer to Section 5.9 for a description of the
special capabilities that can be given to users who require them) If
users request additional space, you can increase their allocations as
required.

If a user exceeds his working-storage allocation and attenpts to
create or change a file, the system prints the follow ng error
message:

?QUOTA EXCEEDED The user nust decrease his disk usage to | ess than the
wor ki ng-storage allocation for the directory (in which the file is
bei ng changed or created) before he can create or change any nore
files.

5-24



CREATI NG DI RECTCRI ES

The systeminforns a user if he is over this permanent storage
allocation when he logs off the systemor connects to a different
directory. The systemprints the follow ng nessage after the CONNECT
or LOGOUT conmands:

<di rect ory> OVER PERVMANENT STORAGE ALLOCATI ON BY nn PAGES

Thi s nessage rem nds users that although they may not be over their
wor ki ng-storage allocation, they have exceeded their expected total
di sk usage. Users should delete any files that are wunnecessary for
their job. Al so, because permanent quotas are not enforced, it is
wise to instruct the operator or adnmnistrator to police each
directory's disk usage. The operator should run the CHKPNT program
daily to keep a record of each directory's disk usage. The TOPS-20
Qperator's Q@iide contains the description of running the CHKPNT
program |If you are using the file mgration facility (refer to
Chapter 8), you may want to run the REAPER programwith the TRIM
command to force users to stay bel ow their permanent quotas.

Every tinme the avail abl e disk space on the system structure is |ess
than 500 pages, the systemprints the follow ng warni ng nessages:

13-Jun-98 10: 20: 33 Di sk space |l ow on structure STR, 122 free

[STR. Deleted files will be expunged from structure STR in 30
seconds]

After 30 seconds, the systemstarts expungi ng any deleted files in al
directories on the structure nentioned in the warni ng nessage

The systemprints this nessage when the expunging is conplete:

[ STR. Expunge of structure STR. conpl et ed]

The operator gets the foll owi ng nessage:

13-Jun-89 10:59:59 Expunge conpleted for structure STR, 1993 free

I f anyone tries to create or change a file when there is no nore disk
space avail able, the systemprints an error nessage sinmlar to the one
bel ow:

?FI LE OR SWAPPI NG SPACE EXCEEDED

Agai n, the operator or administrator should check to see how nmany
users are over pernanent allocations. Also, if you are using the file
mgration facility, you nay want to nigrate files on the system nore

frequently if you are constantly running | ow on systemwi de di sk space.
(Refer to Chapter 8 for a description of file migration.)
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5.7 PROTECTI NG DI RECTCRI ES AND FI LES

Every directory and file has a protection nunber associated wth it.
The system uses a default protection nunber for each directory and
file when the directory or file is created.

Whenever a user accesses a file, the systemfirst checks the directory
protection. |If that protection allows the user the appropriate access
to the directory, the system then checks the protection of the
i ndi vidual file.

5.7.1 Directory and File Protection Digits

The directory and file protection nunbers have three 2-digit fields.
The first field applies to the owner of the directory or file, the
second field to nenbers of the sane group as this directory, and the
third field to all other users (or world).

Prot ecti on Code

| dd | dd | dd |

Onner G oup VWorl d

The default protection for directories and files is 777700. A
directory or file protection of 77 in any given field allows ful
access. For exanple, the default protection allow